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Abstract

Reliable transport protocols such as TCP are tuned t

perform well in traditional netarks where paak

losses occur mostly because of congestiorwener,

networks with wireless and other lossy links also suf-

Our results she that a reliable link-layer protocol

Jvith some knwledge of TCP prades \ery good per-

formance. Furthermore, it is possible to achigood
performance without splitting the end-to-end connec-

tion at the base station. eaNValso demonstrate that

fer from significant losses due to bit errors and hand-S€léctve acknaledgments andxglicit loss notifica-

TCP

congestion control andraidance algorithms, resulting

offs. responds to all losses byvdking

in dggraded end-to-end performance in wireless and

lossy systems. In this papewe compare seral

schemes designed to impeothe performance of TCP

in such netwrks. These schemes are classified into

three broad catmries: end-to-end protocols, where
loss recwery is performed by the sender; link-layer

protocols, that pnade local reliability; and split-con-

nection protocols, that break the end-to-end connec-

tion into two parts at the base statione\Wresent the
results of seeral experiments performed in both LAN
and WAN ernvironments, using throughput and good-

put as the metrics for comparison.
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tions result in significant performance impements.

1. Introduction

The increasing popularity of wireless netks indi-
cates that wireless links will play an important role in
future internetwrks. Reliable transport protocols such
as TCP [22, 24] hae been tuned for traditional net-
works comprising wired links and stationary hosts.
These protocols assumengestion in the netverk to

be the primary cause for paklosses and unusual
delays. TCP performs wellver such netwrks by
adapting to end-to-end delays and congestion losses.
The TCP sender uses the cumulatacknavledg-
ments it receies to determine which paets hae
reached the receeér, and praoides reliability by
retransmitting lost paeks. for this purpose, it main-
tains a runningerage of the estimated round-trip
delay and the mean linearwation from it. The
sender identiés the loss of a paek either by the
arrival of several duplicate cumulate acknevledg-
ments or the absence of an ackiedgment for the
paclet within atimeout interval equal to the sum of the

smoothed round-trip delay and four times its mean



deviation. TCP reacts to paeklosses by dropping its sender and therefore requires no changesistiieg
transmission (congestion) windcize before retrans- sender implementations. The intuition behind this
mitting paclets, initiating congestion control ovad- approach is that since the problem is local, it should be
ance mechanisms (e.g., wlatart [11]) and backing solved locally and that the transport layer need not be
off its retransmission timer (Karms'Algorithm [14]). aware of the characteristics of the indiual links.
These measures result in a reduction in the load on th&rotocols that adopt this approach attempt toentag
intermediate links, thereby controlling the congestion lossy link appear as a higher quality link with a
in the netvork. reduced dective bandwidth. As a result, most of the

, losses seen by the TCP sender are caused by conges-
Unfortunately when packts are lost in netorks for

) tion. Examples of this approach include wireless links
reasons other than congestion, these measures result in

L with reliable link-layer protocols such as AIRMAIL
an unnecessary reduction in end-to-end throughput

_ .___.__[1], split connection approaches such as Indirect-TCP
and hence, sub-optimal performance. Communication

3], and TCP-ware link-layer schemes such as the
over wireless links is often characterized by sporadic[ ] y

. . . . o snoop protocol [5]. The second class of techniques
high bit-error rates, and intermittent conneityi due PP 5] g

_ attempts to makthe senderveare of the eistence of
to handofis. TCP performance in such netks suf- P

L . wireless hops and realize that some gadksses are
fers from signiicant throughput dgradation and ery P el

N . not due to congestion. The sender can therich
high interactve delays [6].

invoking congestion control algorithms when non-
Recently several schemes ha been proposed to the ¢ongestion-related losses occur — we describe some

alleviate the efiects of non-congestion-related losses of these techniques in Secti8nFinally, it is possible

on TCP performancever netvorks that hae wireless  for 5 wireless-aare transport protocol to cdst with

choose from aariety of mechanisms, such as local

. ) . We classify the manschemes into three basic groups,
retransmissions, split-TCP connections, and foov fy n group

_ , based on their fundamental philosgpend-to-end
error correction, to impne end-to-end throughput.

. roposals, split-connection proposals and link-layer
However, it is unclear to whab&ent each of the mech- prop P prop y

. . . . proposals. The end-to-end protocols attempt toemak
anisms contribtes to the impreement in perfor-

. . the TCP sender handle losses through the usemf tw
mance. In this papewe amine and compare the

techniques. First, tlyeuse some form of selees
effectiveness of these schemes and thairants, and a ye

acknavledgments (SEKSs) to allav the sender to
experimentally analyze the inddual mechanisms and g ( )

. recover from multiple pacét losses in a winao with-
the dgree of performance imprement due to each.

out resorting to a coarse timeout. Secondy #teempt
There are tw different approaches to impiag TCP 5 nase the sender distinguish between congestion and
performance in such lossy systems. The first approachynher forms of losses using an Explicit Loss Noif

hides ag non-congestion-related losses from the TCP yjg, (ELN) mechanism. At the other end of the solu-



tion spectrum, split-connection approaches completelyln particular we seek to answer the foling speciic
hide the wireless link from the sender by terminating questions:

the TCP connection at th tation. h schem . . .
e TCP connection at the base station. Such sche es1.What combination of mechanisms results in best

use a separate reliable connection between the base
performance for each of the protocol classes?

station and the destination host. The second connec-

tion can use techniques such agatie or selectie 2. How important is it for link-layer schemes to be

acknavledgments, rather than just standard T@P aware of TCP algorithms to achie high end-to-

perform well wer the wireless link. The third class of end throughput?

protocols, link-layer solutions, lie between the other 3. How useful are seleate acknevledgments in
two classes. These protocols attempt to hide link- dealing with lossy links, especially in the pres-
related losses from the TCP sender by using local  ence of birst losses?

retransmissions and perhaps fardl error correction

4. |s it important for the end-to-end connection to be

[e.g., 16] aer the wireless link. The local retransmis- o ) )
split in order to dectively shield the sender from

sions use techniques that are tuned to the characteris- ) ]

wireless losses and obtain the best performance?
tics of the wireless link to prade a signifcant
increase in performance. Since the end-to-end TCPVe answer these questions by implementing and test-
connection passes through the lossy link, the Tcping the \arious protocols in a wireless testbed consist-
sender may not be fully shielded from wireless lossesing of Pentium PC base stations and IBM ThiaéP
This can happen either because of timer interactiongnobile hosts communicating/er a 915 MHz A&T
between the tw layers [8], or more liély because of ~Wavelan, all running BSD/OS 2.00Feach protocol,
TCP's duplicate ackneledgments causing sendasf ~ We measure the end-to-end throughput, and goodputs
retransmissionsven for sgments that are locally for the wired and (one-hop) wireless pather Bry
retransmitted. As a result, some proposals to irgro Path (or link), goodput is defed as the ratio of the
TCP performance use mechanisms based on th&ctual transfer size to the total number of bytes trans-
knowledge of TCP messaging to shield the TCP Mitted over that path. In general, the wired and wire-

sender more ééctively and &oid competing and  !€ss goodputs diér because of wireless losses, local

redundant retransmissions [5]. retransmissions and congestion losses in the wired net-

work. These metrics allous to determine the end-to-
In this paperwe evaluate the performance ofvesal o

end performance as well as the transmissiboieficy
end-to-end, split-connection and link-layer protocols ] ]

across the netwrk. While we used a wireless hop as

using end-to-end throughput and goodput as perfor- o _ _
the lossy link in our xperiments, we belie our

mance metrics, in both LAN andAM configurations. _ _ _ _
results are applicable in a wider cotitto links where

significant losses occur for reasons other than conges-



tion. Examples of such links include high-speed ¢ Link-layer protocols: There hae been sesral
modems and cable modems. proposals for reliable link-layer protocols. Theotw

: . . main classes of techniques enyad by these pro-
We shav that a reliable link-layer protocol with some q myed by P

, tocols are: error correction, using techniques such
knowledge of TCP results inevy good performance.

. - N as forvard error correction (FEC), and retransmis-
Our experiments indicate that shielding the TCP

) sion of lost packts in response to automatic repeat
sender from duplicate ackwbedgments caused by P P P

request (ARQ) messages. The link-layer protocols
wireless losses impves throughput by 10-30%. Fur- q (ARQ) ¢ Yerp

for the digital cellular systems in the U.S. — both

CDMA [13] and TDMA [20] — primarily use

ARQ techniques. While the TDMA protocol guar-

thermore, it is possible to ackiegood performance
without splitting the end-to-end connection at the base

station. V¢ also demonstrate that seleetacknavl-

- . o antees reliable, in-order deéry of link-layer
edgments andxglicit loss notifcations result in sig-

. . . frames, the CDMA protocol only mek a limited
nificant performance impwements. Br instance, the

) ) attempt and leaes &entual error recgery to the
simple ELN scheme wevaluated impreed the end-

reliable) transport layeOther protocols lik the
to-end throughput by aétor of more than tavcom- ( ) P Y P

AIRMAIL protocol [1] employ a combination of
pared to TCP Reno, with comparable goodples. P [1] employ

FEC and ARQ techniques for loss reeny.

The rest of this paper is ganized as follws.

_ _ _ _ The main adantage of emplgng a link-layer pro-
Section2 briefly describes some proposed solutions to

_ _ tocol for loss receery is that it its naturally into
the problem of reliable transport protocolsepwire-
) ) ) ) ) the layered structure of netwk protocols. The
less links. Sectio® describes the implementation

, _ _ link-layer protocol operates independently of
details of the dierent protocols in our wireless test-

_ ) higherlayer protocols and does not maintairy an
bed, and Sectio# presents the results and analysis of

) ) ] ] perconnection state. The main concern about link-
several periments. Sectiob discusses some miscel-

] , layer protocols is the possibility of aehse efiect
laneous issues related to harfdpELN implementa-

) , on certain transport-layer protocols such as, &P
tion and selectie acknavledgments. \W present our

) ) ] ] described in Sectioh. We investicate this in detail
conclusions in Sectioi, and mention some future

) ] in our periments.
work in Sectiory.

e Indirect-TCP (I-TCP) protocol [3]: Thiswas one
2. Related Work of the early protocols to use the split-connection
In this section, we summarize some protocols that approach. It imolves splitting each TCP connection
have been proposed to imp® the performance of between a sender and reasi into two separate
TCP over wireless links. W also briefly describe some connections at the base station — one TCP connec-
proposed methods to add SKs to TCP tion between the sender and the base station, and

the other between the base station and thevercei



In our classification of protocals, I-TCP is a split-
connection solution that uses standard TCP for its

connection over wireless link.

I-TCP, like other split-connection proposals,
attempts to separate loss recovery over the wireless
link from that across the wireline network, thereby
shielding the original TCP sender from the wireless
link. However, as our experiments indicate, the
choice of TCP over the wireless link resultsin sev-
eral performance problems. Since TCP is not well-
tuned for the lossy link, the TCP sender of the wire-
less connection often times out, causing the origi-
nal sender to stall. In addition, every packet incurs
the overhead of going through TCP protocol pro-
cessing twice at the base station (as compared to
zero times for a non-split-connection approach),
although extra copies are avoided by an efficient
kernel implementation. Another disadvantage of
this approach is that the end-to-end semantics of
TCP acknowledgments is violated, since acknowl-
edgments to packets can now reach the source even
before the packets actually reach the mobile host.
Also, since this protocol maintains a significant
amount of state at the base station per TCP connec-
tion, handoff procedures tend to be complicated
and slow. Section 5.1 discusses some issues related

to cellular handoffs and TCP performance.

The Snoop Protocol [5]: The snoop protocol intro-
duces a module, called the snoop agent, at the base
station. The agent monitors every packet that
passes through the TCP connection in both direc-
tions and maintains a cache of TCP segments sent

across the link that have not yet been acknowledged

by the receiver. A packet loss is detected by the
arrival of a small number of duplicate acknowledg-
ments from the receiver or by alocal timeout. The
snoop agent retransmits the lost packet if it has it
cached and suppresses the duplicate acknowledg-
ments. In our classification of the protocols, the
snoop protocol is alink-layer protocol that takes
advantage of the knowledge of the higher-layer
transport protocol (TCP).

The main advantage of this approach is that it sup-
presses duplicate acknowledgments for TCP seg-
ments lost and retransmitted locally, thereby
avoiding unnecessary fast retransmissions and con-
gestion control invocations by the sender. The per-
connection state maintained by the snoop agent at
the base station is soft, and is not essential for cor-
rectness. Like other link-layer solutions, the snoop
approach could also suffer from not being able to

completely shield the sender from wireless |osses.

Selective Acknowledgments: Since standard TCP
uses a cumulative acknowledgment scheme, it
often does not provide the sender with sufficient
information to recover quickly from multiple
packet |osses within a single transmission window.
Several studies [e.g., 9] have shown that TCP
enhanced with selective acknowledgments per-
forms better than standard TCP in such situations.
SACKs were added as an option to TCP by RFC
1072 [12]. However, disagreements over the use of
SACKs prevented the specification from being
adopted, and the SACK option was removed from
later TCP RFCs. Recently, there has been renewed
interest in adding SACKs to TCP. Two relevant



Name Category Special M echanisms

E2E end-to-end standard TCP-Reno

E2E-NEWRENO end-to-end TCP-NavReno

E2E-SMART end-to-end SMART-based seleaté acks

E2E-IETF-SACK end-to-end IETF selectve acks

E2E-ELN end-to-end Explicit Loss Notification (ELN)

E2E-ELN-RXMT end-to-end ELN with retransmit on first dupack

LL link-layer none

LL-TCP-AWARE link-layer duplicate ack suppression

LL-SMART link-layer SMART-based seleaté acks

LL-SMART-TCP-ANARE link-layer SMART and duplicate ack suppressign

SPLIT split-connection none

SPLIT-SMART split-connection SMART-based wireless connection

Table 1. Summary of protocols studied in this paper.

proposals are the recent RFC on TCRCEA [17] the sender detects agin the bitmask, it immedi-
and the SMAR scheme [15]. ately assumes that the missing petskh&e been

The SACK RFC proposes that each ackriedg- lost without considering the possibility that yhe

. . simply may hae been reordered. Thus this scheme
ment contain information about up to three non- ply may

. . trades off some resilience to reordering and lost
contiguous blocks of data thatvueabeen recged g

successfully by the reaadr. Each block of data is acknavledgments in echange for a reduction in

described by its starting and ending sequence num- overhead to generate and transmit ackleag-

ber Due to the limited number of blocks, it is best ments.

to inform the sender about the most recent blocks . .
3. Implementation Details

receved. The RFC does not specify the sender _ _ _

This section describes the protocols weehanple-
behaior, except to require that standard TCP con- _

_ _ mented andaluated. &blel summarizes theeg

gestion control actions be performed when losses _ o

ideas in each scheme and the mairfetiénces
occur

between them. Figurk shavs a typical loss situation

An alternate proposal, SMARuses ackneledg-  over the wireless link. Here, the TCP sender is in the
ments that contain the cumulaiacknavledgment middle of a transfer across advhop network to a
and the sequence number of the jpatkat caused  mobile host. At the depicted time, the senslebnges-
the receter to generate the ackntedgment (this  tion window consists of 5 paeis. Of theife paclets
information is a subset of the three-blocks schemeijn the netvork, the frst two paclets are lost on the
proposed in the RFC). The sender uses this inforjreless link. Br each protocol, we shothe mes-
mation to create a bitmask of pat& that hee  sages generated by the reeeiand the response from

been delrered successfully to the reeei When  the base station and source nodes in Figures 2 through



TCP Source

- 2%
Packets Stored —= l l

at Sender — 5

congestion Window =5

Packets in Fllght

Acknowledgments Returning

|:| / Base Station /

o

Lossy Link

TCP Receiver

Figure 1. A typical loss situation
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Figure2. Normal TCP
9. Although for the purposes of illustration we only data. Remaining inafst recoery mode enables the

shawv the case of data paekloss, our periments
(and indeed most wireless netiks [21]) hae wire-

less errors in both directions.

3.1 End-To-End Schemes

Although a wide griety of TCP ersions are used on
the Internet, the current dadto standard for TCP
implementations is TCP Reno [24].eW¢all this the

E2E protocol, and use it as the standard basis for pe

formance comparison (Figugy.

The E2E-NEWRENO protocol impves the perfor-
mance of TCP-Reno after multiple patkosses in a
window by remaining indist recoery mode if the first
new acknavledgment receed after adst retransmis-
sion is “partial”, i.e, is less than thalue of the last
byte transmitted when thadt retransmission as

done. Such partial ackmtedgements are indicaé of

multiple paclet losses within the original windoof

connection to reomr from losses at the rate of one
sggment per round trip time, rather than stall until a

coarse timeout as TCP-Reno ofteould [9, 10].

The E2E-SMAR and E2E-IETF-SEK protocols
(Figure3) add SMAR-based and IETF seleut
acknavledgments respeettly to the standard TCP

Reno stack. This ales the sender to handle multiple

Josses within a winde of outstanding data morefief

ciently. However, the sender still assumes that losses
are a result of congestion andakes congestion con-
trol procedures, shrinking its congestion windsize.
This allovs us to identify what percentage of the end-
to-end performance deadation is associated with
standard TCH handling of error detection and
retransmission. Wused the SMARbased scheme
[15] only for the LAN &periments. This scheme is
well-suited to situations where there is little reordering

of paclets, which is true for one-hop wireless systems
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Figure 3. TCP with SMART-based selective acknowledgements
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Figure4. TCP with ELN
such as ours. Unlikthe scheme proposed in [15], we option allavs us to identify what percentage of the

do not use anspecial techniques to detect the loss of aend-to-end performancegladation is associated with

retransmission. The sender retransmits a gacken

it receves a SMAR acknavledgment only if the
same pacét was not retransmitted within the last
round-trip time. If no further SMAR acknavledg-
ments arne, the sendemfls back to the coarse time-
out mechanism to reger from the loss. W used the
IETF selectie acknavledgement scheme both for the
LAN and the VAN experiments. Our implementation
is based on the RFC and éskappropriate congestion

control actions upon reagéng SACK information [4].

The E2E-ELN protocol (Figurd) adds an Explicit
Loss Notifcation (ELN) option to TCP ackmdedg-
ments. When a paekis dropped on the wireless link,
future cumulatte acknavledgments corresponding to
the lost packt are markd to identify that a non-con-
gestion related loss has occurred. Upon xeogithis
information with duplicate ackwadedgments, the

sender may perform retransmissions withouoking

TCP’s incorrect imocation of congestion control algo-
rithms when it does a$t retransmission of a paatk
lost on the wireless hop. The E2E-ELN-RXMT proto-
col is an enhancement of the yimus one, where the
sender retransmits the patkon recaiing the frst
duplicate ackneledgement with the ELN option set
(as opposed to the third duplicate acktemlgement in
the case of TCP Reno), in addition to not shrinking its

window size in response to wireless losses.

In practice, it might be ditult to identify which pack-
ets are lost due to errors on a lossy linkwieeer, in

our xperiments we assume $isfent knavledge at
the recever about wireless losses to generate ELN
information. W describe some possible implementa-
tion policies and stragges for the ELN mechanism in
Section5.2.

the associated congestion-control procedures. This



congestion window =5

Standard cumulative ACK s gener ated
by TCP-Reno receiver.

12[3[4]5

congestion window = 2

Local retransmit from router.
Sender also performsfast-retransmit.

Figure 5. Basic Link-Layer protocol (LL)
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Base station strips SACK info and
passes cumulative ACK onward.
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Figure6. Link-Layer with SMART-based selective acknowledgments

3.2 Link-Layer Schemes

Unlike TCP for the transport layer, there is no de facto
standard for link-layer protocols. Existing link-layer
protocols choose from techniques such as Stop-and-
Wait, Go-Back-N, Selective Repeat and Forward Error
Correction to provide reliability. Our base link-layer
algorithm, called LL (Figure 5), uses cumulative
acknowledgments to determine lost packets that are
retransmitted locally from the base station to the
mobile host. To minimize overhead, our implementa-
tion of LL leverages off existing TCP acknowledg-
ments instead of generating its own. Timeout-based
retransmissions are done by maintaining a smoothed
round-trip time estimate, with a minimum timeout
granularity of 200 msto limit the overhead of process-
ing timer events. This still allows the LL scheme to
retransmit packets several times before atypical TCP
Reno transmitter would time out. LL is equivalent to
the snoop agent that does not suppress any duplicate

acknowledgments, and does not attempt in-order

delivery of packets across the link (unlike protocols
proposed in [13], [20]).

While the use of TCP acknowledgments by our LL
protocol rendersit atypical of traditional ARQ proto-
cols, we believe that it till preserves the key feature of
such protocols: the ability to retransmit packets
locally, independently of and on a much faster time
scale than TCP. Therefore, we expect the qualitative
aspects of our results to be applicable to general link-

layer protocols.

We also investigated a more sophisticated link-layer
protocol (LL-SMART) that uses selective retransmis-
sionsto improve performance. The LL-SMART proto-
col (Figure 6) performs this by applying a SMART-
based acknowledgment scheme to the link layer. Like
the LL protocol, LL-SMART uses TCP acknowledg-
ments instead of generating its own and limits its min-
imum timeout to 200 ms. LL-SMART is equivalent to

the snoop agent performing retransmissions based on
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Figure 8. Split-Connection
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Base station stores packets and gener atess
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Figure 9. Split-Connection with SM ART-based selective acknowledgments
selectve acknavledgements bt not suppressing from duplicate acknsledgments caused by wireless

duplicate ackmeledgments at the base station. losses.

We added TCPwareness to both the LL and LL- 33 split-Connection Schemes

SMART protocols, resulting in the LL-TCPWARE Like I-TCP our SPLIT scheme (Figu@) uses an

and LL-SMART-TCP-AWARE schemes. The LL-  jytermediate host to dide a TCP connection into ow

TCP-AWARE protocol is identical to the snoop proto-
col, while the LL-SMAR-TCP-AWARE protocol

separate TCP connections. The implementatioida

data coping in the intermediate host by passing the

(Figure7) uses SMAR-based techniques for further pointers to the samauffer between the tw TCP con-

optimization using seleo repeat. LL-SMAR-TCP-  octions. A ariant of the SPLIT approach wevsti-

AWARE is the best link-layer protocol in ouxpeeri- gated, SPLITSMART (Figure9), uses a selest

ments — it performs local retransmissions based 0N,y gyledgment scheme on the wireless connection to

selectve acknwledgments and shields the sender o torm selectie retransmissions. As before, the

10



10 Mbps Ethernet Base Station

I (Pentium-based PC
running BSD/OS)

TCP Source 2 Mbps WaveLAN

(Pentium-based PC (lossy link)
running BSD/OS)

TCP Receiver
(486-based laptops
running BSD/OS)

Figure 10. Experimental topology. Therewere an additional 16 I nternet hops between the source and base station dur -
ing the WAN experiments.

selectve acknavledgments are based on the SMIAR  Figurel10. The peak throughput for TCRIk transfers
scheme. There is little chance of reordering of ptck is 1.5 Mbps in the local area testbed and 1.35 Mbps in
over the wireless connection since the intermediatethe wide area testbed in the absence of congestion or
host is only one hopraay from the final destination. wireless losses. These testbed topologies represent
typical scenarios of wireless links and mobile hosts,
4. Experimental Results such as cellular wireless neavks. In addition, our

In this section, we describe theperiments we per-  experiments focus on data transfer to the mobile host,
formed and the results we obtained, including detailed\yhijch is the common case for mobile applications
explanations for obseed performance. Wstart by (e g., Wb accesses).

describing the x@erimental testbed and methodology

, _ _ In order to measure the performance of the protocols
We then describe the performance of thaous link-

) ) under controlled conditions, we generate errors on the
layer, end-to-end and split-connection schemes.
lossy link using anxponentially distrilnted bit-error
4.1 Experimental Methodology model. The recging entity on the lossy link generates
We performed seeral experiments to determine the an eponential distrilntion for each bit-error rate and
performance and Béiency of each of the protocols. changes the TCP checksum of the gadkthe error
The protocols were implemented as a set of readif generator determines that the patishould be
tions to the BSD/OS TCP/IP (Reno) netw stack. © dropped. Losses are generated in both directions of the
ensure adir basis for comparison, none of the proto- wireless channel, so TCP ackmedgments are
cols implementations introduce yaadditional data  dropped too, albeit at aler perpaclet rate. The TCP
copying at intermediate points from sender to reeei  data packt size in ourxperiments is 1400 bytes.eN
_ . . first measure and analyze the performance of déine v
Our eperimental testbed consists of IBM ThirddP
_ ous protocols at arvarage error rate of oneery 64
laptops and Pentiuthased personal computers run- _ _
_ _ _ KBytes (this corresponds to a bit-error rate of about
ning BSD/OS 2.1 from BSDI. The machines are inter-
_ 1.9x106). Note that since thexponential distrilation
connected using a 10 Mbps Ethernet and 915 MHz o )
_ . has a standard dation equal to its mean, there are
AT&T WaveLANSs [25], a shared-medium wireless _ ) )
_ _ _ _ several occasions when multiple pak are lost in
LAN with a rav signalling bandwidth of 2 Mbps. The

_ _ _ close succession. &\then report the results of some
network topology for our gperiments is shan in

11



burst error situations, where betweernotand six  net and the \aeLAN link. We chose this rather long
packets are dropped invery hurst (Sectiod.5). transfer size in order to limit the impact of transient
Finally, we irvesticate the performance of maif behavior at the start of a TCP connection. During each
these protocols across a range of error rates from oneun, we measure the throughput at the reeein
every 16 KB to oneery 256 KB. The choice of the Mbps, and the wired and wireless goodputs as percent-
exponentially distrilited error model is maotated by  ages. In addition, all paek transmissions on the
our desire to understand the precise dynamics of eackthernet and \elLan are recorded for analysis using
protocol in response to a wireless loss, and is not artcpdump [18], and the sendes’TCP code instru-
attempt to empirically model a wireless channel. mented to recordwents such as coarse timeouts,
While the actual performance numbers will be a func- retransmission times, duplicate acihedgment arx-

tion of the @act error model, the relag performance als, congestion windo size changes, etc. The rest of
is dependent on mothe protocol behees after one or  this section presents and discusses the results of these
more losses in a single TCP winddlhus, we epect experiments.

our overall conclusions to be applicable under other

. ) . 4.2 Link-Layer Protocols
patterns of wireless loss as well. Finallye beliee

: N Traditional link-layer pr I rate in ndentl
that though wireless errors are generateddciiify in aditional link-layer protocols operate independently

. L of the highetlayer protocol, and consequenttio not
our periments, the use of a real testbed is stilliv g yerp quenttio

able in that it introduces realisticfetts such as wire- necessarily shield the sender from the lossy link. In

. o . . spite of local retransmissions, TCP performance could
less bandwidth limitation, media access contention, P ’ P

. . r for tvo r ns: (i) competing retransmission
protocol processing delays, etc., which are hard tobe poor for e reasons: (i) competing retransmissions

- . . . caused by an incompatible setting of timers at thee tw
model realistically in a simulation.

layers, and (ii) unnecessarywotations of the TCP
In our xperiments, we attempt to ensure that 10SSeS¢ ¢ retransmission mechanism due to out-of-order

are only due to wireless errors (and not congestion).gejivery of data. In [8], the &fcts of the first situation

This allows us to focus on the fefctiveness of the are simulated and analyzed for a TCReltkansport

mechanisms in handling such losses. TRNVEXper-  561600] (thatlosely tracks the round-trip time to set

iments are performed across 16 Internet hops withi retransmission timeout) and a reliable link-layer

minimal congestio?'lin order to study the impact of protocol. The conclusion as that unless the pastk

large delay-bandwidth products. loss rate is high (more than about 10%), competing

Each run in the periment consists of an 8 MByte retransmissions by the link and transport layers often

transfer from the source to recei across the wired €ad to signitant performance ggadation. Hwever,

this is not the dominating &fct when link layer

2. WAN experiments across the US were performed between 10
pm and 4 am, PST and weerified that no congestion losses

occurred in the runs reported. variants. These TCP implementations/@aoarse

schemes, such as LL, are used with TCP Reno and its

12
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Figure 11. Performance of link-layer protocols. bit-error rate = 1.9x10°6 (1 error/65536 bytes), socket buffer size = 32

KB. For each casethere aretwo bars: thethick one correspondsto the scale on the left and denotesthe throughput in

Mbps; thethin one correspondsto the scale on theright and showsthethroughput asa percentage of the maximum, i.e.
in the absence of wirelesserrors (1.5 Mbpsin the LAN environment and 1.35 Mbpsin the WAN environment).

LL-TCP- LL-SMART-TCP-
LL AWARE LL-SMART AWARE
LAN (8 KB) 1.20 (95.6%,97.9%) 1.29 (97.6%,100%) | 1.29 (96.1%,98.9%)| 1.37 (97.6%,100%)
LAN (32 KB) | 1.20 (95.5%,97.9%) 1.36 (97.6%,100%) | 1.29 (95.5%,98.3%)| 1.39 (97.7%,100%)
WAN (32 KB) | 0.82 (95.5%,98.4%) 1.19 (97.6%,100%) | 0.93 (95.3%,99.4%)| 1.22 (97.6%,100%)

Table 2. Thistable summarizestheresultsfor thelink-layer schemesfor an average error rate of one every 65536
bytes of data. Each entry is of the form: throughput (wireless goodput, wired goodput). Throughput ismeasured in
Mbps. Goodput is expressed as a percentage.

retransmission timeout granularities that are typically bytes, a bit error rate 01.9x10°® (1/65536 bytes)
multiples of 500 ms, while link-layer protocols typi- translates to a paekerror rate of about 2.2 to 2.3%.
cally have much iher timeout granularities. The real Therefore, an optimal link-layer protocol that reexs
problem is that when paets are lost, link-layer proto- from errors locally and does not compete with TCP
cols that do not attempt in-order dedry across the retransmissions should Y& a wireless goodput of
link (e.g., LL) cause paéits to reach the TCP recer 97.7% and a wired goodput of 100% in the absence of
out-of-order This leads to the generation of duplicate congestion. In the LAN>@eriments, the throughput
difference between LL and LL-TCPWWARE is about

10%. Hawever, the LL wireless goodput is only

acknavledgments by the TCP rewger, which causes
the sender to woke fast retransmission and reeoy.
This can potentially cause gieded throughput and 95.5%, signiifcantly less than LL-TCP-WARE’s
goodput, especially when the delay-bandwidth productwireless goodput of 97.6%, which is close to the max-

is lage. imum achi@able goodput. When a loss occurs, the LL

. : : rotocol performs a local retransmission relaly
Our results substantiate this claim, as can be seen be P ty
. quickly. However, enough packts are typically in
comparing the LL and LL-TCP-WARE results

_ , transit to create more than 3 duplicate ackieolg-
(Figurel1ll and &ble?2). For a packt size of 1400
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Figure 12. Congestion window size for link-layer protocolsin wide area tests. The horizontal dashed linein theLL
graph showsthe 23000 byte WAN bandwidth-delay product.
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Figure 13. Packet sequencetracesfor LL-TCP-AWARE and L L. No coar se timeouts occur in either case. For LL-TCP-
AWARE, the horizontal row of dots showsthetimes of wirelesslink retransmissions. For LL, thetop row shows sender
fast retransmission times and the bottom row shows both local wireless and sender retransmissions.

ments. These duplicatesemtually propagte to the  compares the congestion wivdasize of LL and LL-
sender and trigger agt retransmission and the associ- TCP-AWARE as a function of time. Note that the
ated congestion control mechanisms. Thesst f number of outstanding data bytes in the mekns the
retransmissions result in reduced goodput; about 90%minimum of the congestion windoand the receer
of the lost packts are retransmitted by both the source adwertised windw. This is bounded by the regei’s
(due to &st retransmissions) and the base station. soclet kuffer size. In the congestion windagraphs

. . for each protocol, the reseir soclet tuffer is 32KB.
The efects of this interaction are much more pro-

nounced in the wide-areaperiments — the through- In the wide area, the bandwidth-delay product is about
put difference is about 30% in this case. The cause for23000 bytes (1.35 Mbps * 135 ms), and the congestion
the more pronounced deterioration in performance iswindow drops belw this value sgeral times during
the higher bandwidth-delay product of the wide-areaeach TCP transfe©n the other hand, the LANeri-
connection. The LL scheme causes the sender tanents do not stdr from such a lagje throughput dg
invoke congestion control procedures often due toradation because L& lover congestion-winde size
duplicate ackneledgments and causes theeeage is usually still lager than the connectiandelay-band-
window size of the transmitter to beaer than for LL- width product of about 1900 bytes (1.5 Mbps * 10
TCP-AWARE. This is shwn in Figurel2, which ms). Therefore, the LL scheme can maintain a nearly

14
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Figure 14. Performance of end-to-end protocols. bit error rate= 1.9x106 (1 error/65536 bytes).
E2E- E2E-IETF- E2E-ELN-
E2E NEWRENO E2E-SMART SACK E2E-ELN RXMT
LAN (8 KB) 0.55 (97.0,96.0) | 0.66 (97.3,97.3) 1.12 (97.6,97.6) | 0.68 (97.3,97.3)| 0.69 (97.3,97.2)| 0.86 (97.4,97.3)
LAN (32 KB) | 0.70(97.5,97.5) | 0.89 (97.7,97.3) | 1.25(97.2,97.2) | 1.12 (97.5,97.5)| 0.93 (97.5,97.5)| 0.95 (97.5,97.5)
WAN (32 KB) | 0.31(97.3,97.3) | 0.64 (97.5,97.5) | N.A. 0.80 (97.5,97.5)| 0.64 (97.6,97.6) 0.72 (97.4,97.4)

Table 3. Thistable summarizestheresultsfor the end-to-end schemesfor an average error rate of one every 65536
bytes of data. The numbersin the cells follow the same convention asin Table 2.

full “data pipe” between the sender and reeein the

local connection it not in the wide area one. The 10%

LAN degradation is almost entirely due to theces-

formance.

4.3 End-To-End Protocols

sive retransmissionsver the wireless link and to the

smaller &erage congestion windosize compared to
LL-TCP-AWARE. Another important point to note is
that LL successfully preents coarse timeouts from
happening at the source. Figli& shavs the sequence
traces of TCP transfers for LL-TCPAMRARE and LL.

In summary our results indicate that a simple link-
layer retransmission scheme does not entiretidca
the aderse diects of TCP &st retransmissions and the
consequent performancegtadation. An enhanced
link-layer scheme that uses kwledge of TCP seman-

tics to preent duplicate ackmaledgments caused by

retransmits paakts achiees signiicantly better per-

The performance of theavious end-to-end protocols
is summarized in Figurg4 and Bble3. The perfor-
mance of TCP Reno, the baseline E2E protocol, high-
lights the problems with TCPver lossy links. At a
2.3% packt loss rate (asxplained in Sectiod.2), the
E2E protocol achiees a throughput of less than 50%
of the maximum (i.e., throughput in the absence of
wireless losses) in the local-area and less than 25% of
the maximum in the wide-areaperiments. Haever,

all the end-to-end protocols achéegoodputs close to
the optimal alue of 97.7%. The primary cause for the

low throughput is the lge number of timeout-drén

wireless losses from reaching the sender and locally,atransmissions that occur during the transfer
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Figure 16. Congestion winde size as a function of timedr E2E (TCP Reno) and E2E-ELN. This figue clearly shavs
the utility of ELN in pr eventing rapid fluctuations, thereby maintaining a larger average congestion winde size.

(Figurel5),and the smallverage windw size during  mance adantages of three techniques — partial
the transfer that pvents the “data pipe” from being acknavledgments, eplicit loss notifcations, and
kept full and reduces thefettiveness of theafst selectve acknavledgments.

retransmission mechanism (Figur@). i .
(Figu®) Partial acknowledgments: E2E-NEWRENO, which

The modifed end-to-end protocols impre through-  uses partial ackmadedgment information to rever
put by retransmitting paeks knevn to hae been lost  from multiple losses in a winawoat the rate of one
on the wireless hop earlier thanyhgould hare been  paclket per round-trip time, performs between 10 and
by the baseline E2E protocol, and by reducing the fluc-25% better than E2Ever a LAN and about 2 times
tuations in windw size. The E2E-NEWRENO, E2E-
ELN, E2E-SMARI and E2E-IETF-SEK protocols

each use ne TCP options and more sophisticated

better than E2E in the AN experiments. The perfor-
mance impregement is a function of the saatktuffer

size — the lager the bffer size, the better the rebai

acknavledgment processing techniques to inygrthe performance. This is because in situations that E2E
speed and accunraof identifying and retransmitting  suffers a coarse timeout for a loss, the probability that
lost paclets, as well as by regering from multiple E2E-NEWRENO does not, increases with the number
losses in a single transmission wimdwithout timing of outstanding paceks in the netark.

out. The remainder of this section discusses the perfor-
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Explicit Loss NotificationOne vay of eliminating the  which does not carey information about multiple
long delays caused by coarse timeouts is to maintairwireless-related losses to the send@nce it is cou-
as lage a windw size as possible. E2ZE-NEWRENO pled with only cumulatie acknevledgments, the
remains in &st recgery if the nev acknavledgmentis  sender is unsare of the occurrence of multiple wire-
only partial, lut reduces the windwo size to half its  less-related losses in a windpwe plan to couple
original value upon the arval of the frst new SACKs and ELN together in futureonk. Sectiorb.2
acknovledgment. The E2E-ELN and E2E-ELN- discusses some possible implementation gfiedeand
RXMT protocols use ELN information (Secti@nl) policies for ELN.

to prevent the sender from reducing the size of the

Selective atnowledgmentsiWe experimented with

congestion winde in response to a wireless loss. )
two different SACK schemes. In the LAN case, we

Both these schemes perform better than E2E-
NEWRENO, and wer two times better than E2E. This

used a simple SBK scheme based on a subset of the

SMART proposal. This protocol &s the best of the

is a result of the senderixplicit awareness of the , . , .
end-to-end protocols in this situation, achigg a

wireless link which reduces the number of coarse tim- .
throughput of 1.25 Mbps (in contrast, the best local
scheme, LL-SMAR-TCP-AWARE, obtained a

throughput of 1.39 Mbps).

eouts (Figurdl5), and rapid winde size fuctuations
(Figurel16). The E2E-ELN-RXMT protocol performs
only slightly better than E2E-ELN when the setk
buffer size is 32 KB. This is because there is usually!n the WAN case, we based our EK implementation
enough data in the pipe to triggerastiretransmission  [4] on the recent RFC.dF the eponentially distrib-
for E2E-ELN. The performance benefits of E2E-ELN- Uted loss pattern we used, the throughpas about
RXMT are more pronounced when the seckuffer 0.8 Mbps, signitantly higher than the 0.31 Mbps
size is smalleras the numbers for the 8 KB stk throughput of TCP Reno. kaver, this is still about

buffer size indicate (seeable3). This is because E2E- 35% worse than LL-OPTEwven though S&Ks allov
ELN-RXMT does not wit for three duplicate the sender to often recer from multiple losses with-

acknavledgments before retransmitting a peickf it ~ OUt timing out, the sendes’congestion winde
has ELN information for it. The maximum saetk ~ decreasesvery time there is a paekdropped on the

buffer size of 8 KB limits the number of unackme ~ Wiréless link, causing it to remain smal.

edged paodts to a small number atyapoint in time, |, summary E2E-NEWRENO is better than E2E,

which reduces the probability of three duplicate especially for lage sockt huffer sizes. Adding ELN to

acknavledgments arving after a loss and triggering a tcp impraes throughput sigrifantly by success-

fast retransmission. fully preventing unnecessarjuttuations in the trans-

Despite &plicit awareness of wireless losses, timeouts Mission windev. Finally, SACKs provide signifcant

sometimes occur in the ELN-based protocols. This is aMmprovement eer TCP Reno, Wit perform about 10-
result of our implementation of the ELN protocol, 15% worse than the best link-layer schemes in the
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Figure 17. Performance of split-connection protocols: bit error rate = 1.9x10 (1 error/65536 bytes).
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Figure 18. Packet sequencetrace for thewired and wirelesspartsof the SPLIT protocol. Thewirelesspart hastwo rows
of horizontal dots: the top one showsthetimes of fast retransmissions and the bottom one the times of the timeout-
based ones.

SPLIT SPLIT-SMART
LAN (8KB) | 0.54(97.4%,100%) | 1.30 (97.6%,100%)
LAN (32KB) | 0.60 (97.3%,100%) | 1.30 (97.2%,100%)
WAN (32 KB) | 0.58(97.29%,100%) | 1.10 (97.6%,100%)

Table 4. Summary of resultsfor the split-connection
schemes at an averageerror rate of 1 every 64 KB.
LAN experiments, and about 35% worse in the WAN

experiments. These results suggest that an end-to-end
protocol that has both ELN and SACKs will result in

good performance, and is an area of current work.

4.4 Split-Connection Protocols

The main advantage of the split-connection
approaches is that they isolate the TCP source from
wireless losses. The TCP sender of the second, wire-
less connection performs all the retransmissions in

response to wireless |osses.

18

Figure 17 and Table 4 show the throughput and good-
put for the split connection approach in the LAN and
WAN environments. We report the results for two
cases: when the wireless connection uses TCP Reno
(labeled SPLIT) and when it uses the SMART-based
selective acknowledgment scheme described earlier
(labeled SPLIT-SMART). We see that the throughput
achieved by the SPLIT approach (0.6 Mbps) is quite
low, about the same as that for end-to-end TCP Reno
(labeled E2E in Figure 14). The reason for thisis
apparent from Figures 18 and 19, which show the
progress of the datatransfer and the size of the conges-
tion window for the wired and wireless connections.
We see that the wired connection neither has any
retransmissions nor any timeouts, resulting in awired

goodput of 100%. However, it (eventually) stalls
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Figure 19. Congestion windwe sizes as a function of timedr the wired and wireless parts of the split TCP connectio
The wired sender nger sees any losses and maintains a 64 KB congestion wiwdblowever, the wireless TCP conne
tion’s congestion windw fluctuates rapidly.

wheneer the sender of the wireless connectixpesi-
ences a timeout, since the amount offér space at
the base station (64 KB in ouxkgeriments) is
bounded. In the WAN case, the throughput of the

timeout (as described in Secti8rl). This &plains the
difference in throughput between the SREWMART
scheme and the LL-SMARTCP-ANVARE scheme
(Figurell).

SPLIT approach is about 0.58 Mbps which is better
than the 0.31 Mbps that the E2E approach aetsie

In summary while the split-connection approach

results in good throughput if the wireless connection

(Figurel4), ut not as good as\&ral other protocols , _
uses some special mechanisms, the performance does

described earlieThe lage congestion windw size of i
notexceed that of a well-tuned, TCRvare link-layer

protocol (LL-TCP-ANVARE or LL-SMART-TCP-
AWARE). Moreorver, the link-layer protocol presers

end-to-end TCP connection where the congestion win-
g the end-to-end semantics of TCP ackledlgments,

the wired sender in SPLIT enables a higher bandwidth

utilization over the wired netark, compared to an

dow size fluctuates rapidl
pIgy unlike the split-connection approach. This demon-

As expected, the throughput for the SPLEMART
scheme is much highelt is about 1.3 Mbps in the
LAN case and about 1.1 Mbps in théAW case. The

SMART-based selecte acknevledgment scheme
4.5 Reaction to Burst Erors

strates that the end-to-end connection need not be split
at the base station in order to acl@egood perfor-

mance.

operating wer the wireless link performsewy well,

: : . In this section, we report the results of sompegi-
especially since no reordering of patkoccurs wer

this hop. Hevever, there are a fe imes when both the ments that illustrate the bentedf selectve acknavl-

. . : . edgments in handlinguiost losses. W consider tw of
original transmission and thiadt retransmission of a g o

: : : the best performing local protocols: LL-TCR¥ARE
paclet get lost, which sometimes results in a coarse

(Snoop) and LL-SMAR-TCP-AWARE (Snhoop with
3. Alager huffer at the base station will not necessarily imero  SMART-based selecte acknavledgments). LL-TCP-
performance for te reasons: (1) we measure performance in

terms of recaier throughput, which is limited by the small conges- AWARE recwers from a single loss by retransmitting
tion window size of the wireless connection, and (2) a long enough
transfer will still fill up the biffer.

the lost packt when two duplicate acknsledgments
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Burst LL-TCP- LL-SMAR T-TCP-
Length | AWARE (Mbps) AWARE (Mbps)
2 1.25 1.28
4 1.02 1.20
6 0.84 1.10

Table 5. Throughputs of LL-TCP-AWARE and LL-
SMART-TCP-AWARE at differ ent burst lengths. This
illustrates the benefits of SEKs, even for a high-
performance, TCP-awae link protocol.

arrive for it. It also keeps track of the number of
expected duplicate ackmdedgments and the re
expected ne acknavledgment after this local retrans-
mission. If this loss is part of aubst, the irst nev
acknavledgment to arvie after the duplicates will be
less than the @ expected ne one; this causes an
immediate retransmission of the losgs®nt. This is
similar to the mechanism used by E2ZE-NEWRENO
(Section3.1). LL-SMART-TCP-AWARE uses the
additional useful information pvided by the SMAR
scheme — the sequence number of thggrent that
caused the duplicate ackmedgment — to accurately

determine losses and reeo from them.

Table5 shavs the performance of the éwprotocols
for bursts of lengths 2, 4, and 6 patk These errors
are generated at average rate of onevery 64
KBytes of data, and 2, 4, or 6 patk are destyed in
each case. Seleet acknavledgments impree the
performance of LL-SMAR-TCP-ANARE over LL-
TCP-AWARE by up to 30% in the presence afrbt

errors. While this is adirly simplistic urst-error
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Figure 20. Rerformance of six piotocols (LAN case)
across a range of bit-eror rates, ranging from 1 error
every 16 KB to 1 eery 256 KB shavn on a log-scale.

model are devied from a trace-based modeling and

characterization of the #eLAN network [21].

4.6 Rerformance at Different Error Rates

In this section, we present the results oksal experi-
ments performed across a range of bit-error rates, for
some of the protocols described earlier — E2E (the
baseline case), LL-TCPWARE, LL-SMART-TCP-
AWARE, E2E-SMARI, E2E-IETF-SACK, and
SPLIT-SMART. We chose the best performing proto-
cols from each cag@ry, as well as some other proto-
cols (e.g., E2E-IETF-SEK) to illustrate some

interesting dects.

Figure20 shavs the performance of these protocols
for an 8 MByte end-to-end transfer in a LANveDn-
ment, acrossxponentially distrilnted error rates rang-
ing from 1 error eery 16 KB to 1 errorwery 256 KB,

in increasing pweers of two. We find that the werall

model, it does illustrate the problems caused by the

loss of multiple packts in succession. &\are in the
process of perimenting with @emporal burst-loss
model based onvarage lengths ofaides and other

causes of wireless losses. The parameters of th
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qualitative results and conclusions are similar to those
presented earlier for the 64 KB error rate. At kerror
rates (128 KB and 256 KB points in the graph), all the
igrotocols shan perform almost equally well in

improving TCP performance. At the 16 KB error rate,



the performance of the TCRvare link-layer schemes and policies for the ELN mechanism introduced in
is about 1.75-2 times better than E2E-SMA&Nd Section3.1, and some issues related to SMARsed

about 9 times better than TCP Reno. and IETF selecte acknavledgment schemes.

Another interesting point to note is the relatperfor- 51 \Wireless Handoffs

mance of E2E-IETF-SBK and E2E-SMAR, espe-  \yjireless netwrks are usually ganized in a cellular

cially at the high error rates. The congestion wimdo  ,5410gy where each cell includes a base station that

does not grw larger than a fe paclets in the steady  ,cts as a router between the wireless subnet and a

state at these error rates where there are multiplg;i-ajine backbone. Mobile hosts typically communi-

losses in maynwindows. E2E-IETF-SAK does not 516 yia the base station in the cellytiage currently

retransmit ay paclet using SEK information unless  |5cated in. Examples of nebrks oganized in this

it receves three duplicate ackwtedgments (toer-  5qhion include cellular telephone netks and wire-

come potential reordering of paxk in the netark), less local-area netyiks.

which implies that nodst retransmissions are trig-

gered if the number of paets in the windw is less As a mobile host mes, it may get out of the range of

. : : : its current base stationubstill be within the range of
than four orifve*. The sendes’ congestion winde is 9

often smaller than this, resulting in timeouts and other neighboring base stationso Maintain the

: mobile hosts connectiity, a handoff procedure is
degraded performance. In contrast, our implementa-

tion of E2E-SMAR assumes no reordering of patk invoked to re-route tréit to and from the mobile host

(which is justifed in the LAN case) and retransmits via the nev base station. Heever, depending on the

the lost packt when theifst duplicate acknsledg- details of the handbalgorithms, this procedure could

ment with loss information asres. This reduces the lead to packt losses and reordering, which in turn

. . could cause signiant deterioration in the perfor-
number of timeouts and results in better end-to-end 9 P

performance. In Sectioh.3, we outline a scheme in mance of ongoing TCP transfers [6].
which the IETF protocol can be modified tonk well Several proposals ha& been made for achieg fast
even when the sendertongestion winde is not lage handofs. Two examples include multicast-based
enough to preide enough duplicate ackwtedg- handofs [23] and hierarchical handsf[7]. In both
ments. these schemes, hanflohre madedst by restricting
updates to the immediate vicinity of the mobile host.

As a result the handblateng in a WaveLAN-based
In this section, we present a discussion of some misyyireless local-area netwk is of the order of 10-30

cellaneous issues. aMiscuss the ffcts of handdfon ms.

5. Discussion

TCP performance, some implementation sigie
A small amount of bffering and retransmission from

4. This depends on whether delayed askadgments are used. base stations pvents packt loss during the short
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handof period. In [7], the bffering happens at the at the link-layerindicated by a CRC errpis passed
mobile hosts old base station, which foands packts up to the transport layewhich sends an ELN message
to the nev base station at the time of handdn [23], with the duplicate ackneledgments for the lost
one or more base stations in the vicinity join a multi- packet. In practice, it may be hard to determine the
cast group corresponding to the mobile host andconnection that a corrupted patkelongs to, since
receve all paclets destined to it, in anticipation of a the header could itself be corrupted: this can be han-
handof. When the handbhappens, the mebase sta- dled by protecting the TCP/IP header using an FEC
tion is readily able to forard the lnffered and the  scheme. Hwever, there are circumstances in which
newly arriving paclets without introducing gnreor- entire packts, including link-leel headers, are
dering, thereby prenting unnecessaryvacations of  dropped wer a wireless link. In such circumstances,
TCP fast retransmissions. Experimental results the base station generates ELN messages to the sender
reported in [23] indicate that suclist handdé have a (in-band, as part of the ackmedgment stream) when
minimal adwerse effect on TCP performanceyen it obsenes duplicate TCP ackmdedgments arving
when the handbfrequeng is as high as once per sec- from the mobile host.

ond. - L :
We expect Explicit Loss Notitations to be useful in

In contrast to the alve schemes that operate at the the cont&t of multi-hop wireless netarks, and are
network layer handofs in a split-connection contg exploring this in on-going wrk. Such netarks (e.g.,
such as in I-TCP [3], wolve the transfer of transport- Metricom’s Ricochet netwrk [19]) typically use
layer state from the old base station to the oee. paclet radio units to route paets to and from a wired
This results in signi€antly higher lateng for exam- infrastructure. Here, in order to implement ELN, peri-
ple, [2] reports I-TCP handoliatencies of the order of odic messages ara&aanged between adjacent peick
hundreds of milliseconds in aa®LAN-based net-  radio units about queue lengths and this information is
work. used as a heuristic to distinguish between congestion

and packt corruption, especially when entire patsk

5.2 Implementation Strategiesfor ELN ) ]
(including headers) are corrupted or droppedra

Section3.1 described the ELN mechanism by which wireless link. This, coupled with a simple linke

the transport protocol can be madeaae of losses . . L
portp scheme to corey NACK information about missing

unrelated to netark congestion and react appropri- . :
9 pprop paclets, is sufcient to generate ELN messages to the

ately to such losses. In this section, we outline possibleSource

implementation stratges and policies for this mecha-
nism. 5.3 Selective Acknowledgment I ssues

. _ _ Our eperience with the IETF SBK scheme high-
A simple stratgy for implementing ELN wuld be to

_ , lights some weaknesses with it when the loss rate is
do so at the recegr, as we did for the results presented

high and the winde sizes are not lge. Havever, this
in this paperln this method, the corruption of a patk d 9
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is not a fundamental problem with the G4 mecha-
nism and performance can be impgEd by modifying
the sendes loss receery algorithm. In general, the
arrival of one duplicate ackmdedgment at the
receiver indicates that one gment has successfully
reached the recegr; with SACKs, it is possible to
determine ractly hav mary bytes hae reached since
the last ackmeledgment. Rather thanait for three
duplicate ackneledgments and perform ast retrans-
mission, the sender transmitsxaw segment from
beyond the “right edge” of the current wingdan order
to probe the neterk for sustained congestion and gen-
erate duplicate ackmdedgments with SEK infor-

mation. Note that we & not violated standard

congestion control procedures by doing this: we only

send out a ggment when one has left the data pipe. In
addition, the arsal of an acknwledgment with a
SACK block indicating the reception of the wly
transmitted sgment is a strong indicator that the origi-
nal sgment vas lost, independent of whether three
duplicate ackneledgments arvie or not. Thus, this
mechanism will imprge performance when the

senders windaw is small and losses occur

6. Conclusions
In this paperwe hae presented a comparetianaly-
sis of seeral techniques to impve the end-to-end

performance of TCPver lossywireless hops. Wcat-

1. A reliable link-layer protocol that uses kvedge

of TCP (LL-TCP-ANARE) to shield the sender from
duplicate ackneledgments arising from wireless
losses gies a 10-30% higher throughput than one
(LL) that operates independently of TCP and does not
attempt in-order delery of paclets. Also, the former
avoids redundant retransmissions by both the sender
and the base station, resulting in a higher goodput. Of
the schemes wevasticated, the TCPyaare link-layer
protocol with selectie acknavledgements performs
the best.

2. The split-connection approach, with standard TCP
used for the wireless hop, shields the sender from
wireless losses. hiever, the sender often stalls due to
timeouts on the wireless connection, resulting in poor
end-to-end throughput. Using a SMARased selec-
tive acknavledgment mechanism for the wireless hop
yields good throughput. kever, the throughput is
still slightly less than that for a well-tuned link-layer
scheme that does not split the connection. This demon-
strates that splitting the end-to-end connection is not a

requirement for good performance.

3. The SMAR-based selecte acknavledgment
scheme we used is quitefedtive in dealing with a
high paclet loss rate when empled o/er the wireless
hop or by a sender in a LAN\@ronment. In the \AN

experiments, the SBK scheme based on the IETF

egorize these techniques as end-to-end, link-layer oDraft resulted in signi€antly improsing end-to-end

split-connection based. &/use the end-to-end

performance, although its performancasmot as

throughput, and the wired and wireless goodputs aggood as in the best link schemes. From our results we

metrics for comparison.

Our results lead to the folMng conclusions:
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conclude that seleet acknavledgment schemes are
very useful in the presence of lossy links, especially

when losses occur irubsts.



4. End-to-end schemes, while not a®setve as local

ments and suggestions that helped imenhe quality

technigues in handling wireless losses, are promisingof this paperWe thank Sally Flgd and \érn Raxson

since signifcant performanceans can be achved
without ary extensive support from intermediate
nodes in the netark. The &plicit loss notifcation
scheme we waluated resulted in a throughput [1]
improvement of more than adtor of two over TCP-

Reno, with comparable goodpualues.

7. Future Work

Our periments with arious selectie acknavledg- 2]
ment and ELN mechanisms demonstrate the signif
cant benefits of such schemes, as outlined in Sestion
We are in the process ofauating protocol enhance-
ments based on these ideas in the presence of both n%—l
work congestion and wireless losses infeiént
network topologies, especially in netwks with multi-

ple wireless hops. In addition, we anakiating the
performance of seral of the protocols described in
this paper under other patterns of loss tifrom

traces in [21], as mentioned in Sectb.

We are inesticgating the impact of lge \ariations in [5]
connection round-trip times and the impact of band-
width and lateng asymmetry on transport perfor-
mance. Lage round-trip @riation is common in

networks like the Metricom Ricochet wireless neik

(6]
[19], especially in the presence of bidirectionalficaf
Bandwidth asymmetry is pralent in man satellite and
cable netwrks with lav-bandwidth return channels.
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