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Automatic sarcasm detection is the task of predicting sarcasm in text. �is is a crucial step to sentiment
analysis, considering prevalence and challenges of sarcasm in sentiment-bearing text. Beginning with an
approach that used speech-based features, automatic sarcasm detection has witnessed great interest from
the sentiment analysis community. �is paper is a compilation of past work in automatic sarcasm detection.
We observe three milestones in the research so far: semi-supervised pa�ern extraction to identify implicit
sentiment, use of hashtag-based supervision, and incorporation of context beyond target text. In this paper,
we describe datasets, approaches, trends and issues in sarcasm detection. We also discuss representative
performance values, describe shared tasks and provide pointers to future work, as given in prior works. In
terms of resources to understand the state-of-the-art, the survey presents several useful illustrations - most
prominently, a table that summarizes past papers along di�erent dimensions such as the types of features,
annotation techniques and datasets used.
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1 INTRODUCTION
�e Free Dictionary1 de�nes sarcasm as a form of verbal irony that is intended to express contempt
or ridicule. �e �gurative nature of sarcasm makes it an o�en-quoted challenge for sentiment
analysis [42]. Sarcasm has a negative implied sentiment, but may not have a negative surface
sentiment. A sarcastic sentence may carry positive surface sentiment (for example, ‘Visiting dentists
is so much fun!’), negative surface sentiment (for example, ‘His performance in Olympics has been
terrible anyway’ as a response to the criticism of an Olympic medalist) or no surface sentiment (for
example, the idiomatic expression ‘and I am the �een of England’2 is used to express sarcasm).
Since sarcasm implies sentiment, detection of sarcasm in a text is crucial to predicting the correct
sentiment of the text.
1www.thefreedictionary.com
2h�ps://www.bayt.com/en/specialties/q/193911/what-s-the-meaning-or-the-best-translation-of-the-idiomatic-expression-
quot-yes-and-i-am-the-queen-of-england-quot/
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�e challenges of sarcasm and the bene�t of sarcasm detection to sentiment analysis have led to
interest in automatic sarcasm detection as a research problem. Automatic sarcasm detection refers
to computational approaches that predict if a given text is sarcastic. �us, the sentence ‘I love it
when my son rolls his eyes at me’ should be predicted as sarcastic, while the sentence ‘I love it when
my son gives me a present’ should be predicted as non-sarcastic. �is problem is di�cult because of
nuanced ways in which sarcasm may be expressed.

However, sarcasm must be distinguished from humble bragging, as in the case of the sentence ‘I
am having such a terrible holiday lying on the beach in the sunshine’. Sarcasm and humble bragging
are both situations where words are used to imply a sentiment that is di�erent from their popular
sentiment. Unlike humble bragging, a sarcastic sentence always has an implied negative sentiment
because it intends to express contempt, as given in the de�nition3. However, to the best of our
knowledge, past work does not typically distinguish between humble bragging and sarcasm, and
treats humble bragging as sarcasm.

Starting with the earliest known work by [67] which deals with sarcasm detection in speech,
the area has seen wide interest from the sentiment analysis community. Sarcasm detection from
text has now extended to di�erent data forms and techniques. �is synergy has resulted in
interesting innovations for automatic sarcasm detection. �e goal of this survey paper is to provide
a comprehensive summary of past work in computational sarcasm detection in order to enable
new researchers to understand the state-of-the-art in this area. [71] provides a comprehensive
discussion of linguistic challenges of computational irony. �e paper focuses on linguistic theories
and possible applications of these theories for sarcasm detection. We delve into the computational
work.

�e rest of the paper is organized as follows. We �rst describe sarcasm studies in linguistics in
Section 2. To understand di�erent aspects of the past work in automatic sarcasm detection, our
paper then looks at sarcasm detection in six steps. Section 3 presents di�erent problem de�nitions.
Sections 4, 5 and 6 describe datasets, approaches and reported performance values, respectively.
Section 7 highlights the trends underlying sarcasm detection, while Section 8 discusses recurring
issues. Section 9 concludes the paper and points to future work. �is survey includes tables and
illustrations that serve as useful pointers to obtain a perspective on sarcasm detection research. In
addition, the descriptions of shared tasks and insights for future work may be useful for a researcher
in sarcasm detection and related areas.

2 SARCASM STUDIES IN LINGUISTICS
Before we begin with approaches to automatic sarcasm detection, we discuss linguistic studies
pertaining to sarcasm.

Sarcasm is a form of �gurative language where the literal meaning of words does not hold, and
instead the opposite interpretation is intended [27]. Sarcasm is closely related to irony - in fact, it
is a form of irony. [23] state that ‘verbal irony is recognized by literary scholars as a technique of
using incongruity to suggest a distinction between reality and expectation’. �ey de�ne two types of
irony: verbal and situational. Verbal irony is irony that is expressed in words. For example, the
sentence ‘Your paper on grammar correction contains several grammatical errors.’ is ironic. On the
other hand, situational irony is irony that arises out of a situation. For example, a situation where a
scientist discovers the cure for a disease but herself succumbs to the disease before being able to
apply the cure, is a situational irony.

[23] refer to sarcastic language as ‘irony that is especially bi�er and caustic’. �ere are two
components of this de�nition: (a) presence of irony, (b) being bi�er. Both together are identifying
3�e authors thank the anonymous reviewer for suggesting the humble bragging example.
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features of sarcasm. For example, ‘I could not make it big in Hollywood because my writing was not
bad enough’. �is example from [34] is sarcastic, because: (a) it contains an ironic statement that
implies a writer in Hollywood would need to be bad at writing, (b) the appraisal in the statement
is in fact bi�er/contemptuous towards the entity ‘Hollywood’. Several linguistic studies describe
di�erent aspects of sarcasm:

(1) Characteristics of sarcasm: [11] state that sarcasm occurs along several dimensions,
namely, failed expectation, pragmatic insincerity, negative tension, and the presence of a
victim. [16] state that sarcasm can be understood in terms of the response it elicits. �ey
observe that the responses to sarcasm may be laughter, no response4, smile, sarcasm (in
retort), a change of topic5, literal reply and non-verbal reactions (a popular non-verbal
reaction would be rolling one’s eyes). According to [76], sarcasm arises when there is
situational disparity between text and contextual information. For example, the sentence ‘I
love being ignored’ is understood as sarcastic due to the disparity between the contextual
information that being ignored is an undesirable situation, and that the speaker claims to
love it in the given sentence.

(2) Types of sarcasm: [10] show that there are four types of sarcasm: (i) Propositional: In
such situations, the statement appears to be a proposition but has an implicit sentiment
involved. For example ‘Your plan sounds fantastic!’. �is sentence may be interpreted as
non-sarcastic, if the context is not understood. (ii) Embedded: �is type of sarcasm has an
embedded incongruity in the form of words and phrases themselves. For example ‘John has
turned out to be such a diplomat that no one takes him seriously’. �e incongruity is embedded
in the meaning of the word ‘diplomat’ and rest of the sentence. (iii) Like-pre�xed: A
like-phrase provides an implied denial of the argument being made. For example, ‘Like
you care!’ is a common sarcastic retort. (iv) Illocutionary: �is kind of sarcasm involves
non-textual clues that indicate an a�itude opposite to a sincere u�erance. For example,
rolling one’s eyes when saying ‘Yeah right’. In such cases, prosodic variations play a role.
�e examples above are from [77].

(3) Tuple-representation of sarcasm: [29] represent sarcasm as a 6-tuple consisting of <S,
H, C, u, p, p’> where: S = Speaker, H = Hearer/Listener, C = Context, u = U�erance, p =
Literal Proposition, and p’ = Intended Proposition.

�e tuple can be read as ‘Speaker S generates an u�erance u in Context C meaning proposi-
tion p but intending that hearer H understands p’. For example, if a teacher says to a student,
“�at’s how assignments should be done!” and if the student knows that they have barely
completed the assignment, they would understand the sarcasm. In context of the 6-tuple
above, the properties of this sarcasm would be:
S: Teacher
H: Student
C: �e student has not completed his/her assignment.
u: “�at’s how assignments should be done!”
p: �e student has done a good job at the assignment.
p’: �e student has done a bad job at the assignment.

(4) Echoic mention theory: A contrary view is described in [64]. �e theory states that a
literal proposition may not always be intended. �is can be understood with the help of the
sentence ‘I love it when I do not forward a chain mail and I die the next day’. �e intention

4Even if sarcasm is understood, it may elicit no response because it displeases or o�ends the listener.
5[33] show how characters in a TV show ‘Friends’ change the topic of a conversation in response to sarcasm.
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of the speaker is to remind the listener of situations where chain mails do not have any
result. It is through highlighting this fact that the speaker’s intended ridicule of chain
mails is understood. �e echoic reminder theory also o�ers a similar perspective [39]. �e
echoic reminder theory states that a sarcastic statement reminds the listener of a situation
they have encountered, but with clues to indicate the sarcasm. For example, the sentence
‘Visits to a dentist are fun’ reminds the listener of the situation of visiting a dentist, and the
popular appraisal that it is an unpleasant event.

(5) Sarcasm as a dropped negation: [25] states that irony/sarcasm is a form of negation
in which an explicit negation marker is lacking. In other words, when one expresses
sarcasm, a negation is intended, despite the lack of a negation word like ‘not’. For example,
the sarcastic sentence ‘Being awake at 4 am with a head-ache is fun’ is equivalent to the
non-sarcastic sentence ‘Being awake at 4 am with a head-ache is not fun’. �is results in the
possibility that many sarcastic sentences could be converted to non-sarcastic by simply
applying an appropriate negation.

(6) Understanding sarcasm: [24] describe how sarcasm may be understood. �ey state that
violation of truthfulness maxims is a key for a listener to understand sarcasm. For example,
‘I love being ignored’ is understood as sarcastic by a listener who believes that being ignored
is not a pleasant state to be in. However, ‘I love your new shirt!’ may or may not be sarcastic.
�e intended sarcasm cannot be understood until the listener observes that the literal
meaning of the text violates truthfulness. To understand sarcasm, if any, in the sentence
above, it would be essential to know information that would violate the truthfulness.

Some of these linguistic theories see a close correspondence with advances in automatic sarcasm
detection. For example, the additional ‘information’ that is said to be necessary to violate truthful-
ness, is essentially the di�erent forms of contextual information that automatic sarcasm detection
aims to capture. In general, sarcasm is a verbal irony that has an intention to be mocking/ridiculing
towards an entity. However, what context is required for the sarcasm to be understood forms
a crucial component. Compare the sarcastic example ‘I love being ignored’ with another ‘I love
solving math problems all day’. �e former is likely to be sarcastic for all speakers. �e la�er
is likely to be sarcastic for most speakers. However, for authors who do really enjoy math, the
statement is not sarcastic. �e sarcasm in the la�er may be conveyed through an author’s context
or paralinguistic cues (as in the case of illocutionary sarcasm). �us, sarcasm understanding and
automatic sarcasm detection are contingent on what information (or context) is known. In gen-
eral, sarcasm can be summarized by a de�nition by [15] who state that sarcasm is “a deliberate
a�empt to point out, question or ridicule a�itudes and beliefs by the use of words and gestures in
ways that run counter to their normal meanings”. �is de�nition has multiple components. �e
�rst is that sarcasm is ‘deliberate’ which means that it is purposefully intended by the speaker,
and not an interpretation of the listener. �at sarcasm ‘points out, questions or ridicules’ means
that there is an implied negative sentiment. For example, if a teacher catches a student cheating
on a test and says, “Your parents would be really proud today”, the implied negative sentiment is
towards the listener (the student). �e last part of the de�nition, ‘in ways that run counter to their
normal meanings’ highlights the relationship of sarcasm with irony. Irony is a situation in which
something which was intended to have a particular result has the opposite or a very di�erent result6.

�us, sarcasm consists of: (i) the use of irony, and (ii) the presence of ridicule. Based on the
theories described here, understanding sarcasm (by humans or through programs) can be divided
into the following components: (1) Identi�cation of shared knowledge: �e sentence ‘I love being
6Source: �e Cambridge Dictionary
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ignored’ cannot be understood as sarcastic without the shared knowledge that people do not like
being ignored. �is speci�cally holds true in case of speci�c context. For example, the sentence
‘I love solving math problems all weekend’ may be perceived as non-sarcastic by a listener who
loves math or by a listener who knows that the speaker loves math. A listener, in these situations,
would either look for a dropped negation or an echoic reminder, as given by theories above, (2)
Identi�cation of what constitutes ridicule: As seen in the linguistic studies, the ridicule may be
conveyed through di�erent reactions such as laughter, change of topic, etc.

Relationship with irony, deception, metaphor and humor
Sarcasm is related to other forms of incongruity or �gurative language. Sarcasm has an element
of ridicule that irony does not [40]. Deception also appears to be closely related to sarcasm. If a
person says ‘I love this soup’, they could be speaking the truth (literal proposition), they could be
lying (deception) or they could be sarcastic (sarcasm). �e di�erence between literal proposition and
deception lies in intention of the speaker [23] while the di�erence between sarcasm and deception
lies in shared knowledge between speaker and listener [44]. If the speaker saw a �y �oating on
the soup, the statement above is likely to have a sarcastic intention. Whether or not the listener
understands the sarcasm depends on whether the listener saw the �y in the soup and whether the
listener believes that the presence of a �y in a soup makes it bad.

[65] refer to sarcasm as a form of aggressive humor. �us, the peculiarity that distinguishes
sarcasm from another forms of incongruent expression, humor, is the element of mockery or
ridicule. [23] distinguishes between metaphor and sarcasm in terms of the plausibility of the
statement. �ey state that a metaphor is never literally plausible. For example, A says to B, ‘You are
an elephant’ to imply that B has a good memory is metaphorical because a human being cannot
literally be an elephant. However, a sarcasm, as in the case of ‘You have a very good memory’ may
be plausible for people with a good memory, but sarcastic if said to a forgetful person.

�ese characteristics of sarcasm relate it to these linguistic expressions like humor or metaphor.
It is also these characteristics such as incongruity, shared knowledge, plausibility, and ridicule that
form the basis of many works in automatic sarcasm detection, as described in the forthcoming
sections.

3 PROBLEM DEFINITION
We now look at how the problem of automatic sarcasm detection has been de�ned, in past work.
�e most common formulation for sarcasm detection is a classi�cation task. Given a piece of
text, the goal is to predict whether or not it is sarcastic. �us, the sentence ‘I love being ignored’
is to be predicted as sarcastic while the sentence ‘I love being pampered’ is to be predicted as
non-sarcastic. Past work varies in terms of what these output labels are. For example, trying to
understand/characterize the relationship between sarcasm, irony and humor, [5] consider labels
for the classi�er as: politics, humor, irony and sarcasm. [59] use a similar formulation and provide
pair-wise classi�cation performance for these labels.

Other formulations for sarcasm detection have also been reported. [33] deviate from the tradi-
tional classi�cation de�nition and model sarcasm detection for dialogue as a sequence labeling task.
Each u�erance in a dialogue is considered to be an observed unit in this sequence, whereas sarcasm
labels are the hidden variables whose values need to be predicted. �us, instead of predicting ‘Yeah
right’ in a conversation on its own, the system takes into account a complete conversation which
includes the sentences before and a�er the ‘yeah right’. [22] model sarcasm detection as a sense
disambiguation task. �ey state that a word may have a literal sense or a sarcastic sense. For
example, the word ‘amazing’ in the sentence ‘Amazing to see him lose the match in 20 minutes’ is
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used in a sarcastic sense, while in the sentence ‘Amazing to see a brilliant �lm such as this’, it is
used in a literal (positive) sense. �eir goal is to identify the sense of a word in order to detect
sarcasm. [51] model sarcasm interpretation as a monolingual machine translation task. �ey create
a parallel corpus of sarcastic sentences and their non-sarcastic interpretations, and use two machine
translation systems (based on Moses and RNN respectively) to obtain non-sarcastic interpretations
of the sarcastic sentences.

Table 1 summarizes past work in automatic sarcasm detection. While several interesting observa-
tions are possible from the table, two are key: (a) tweets are the predominant text form for sarcasm
detection, and (b) incorporation of extra-textual context is a recent trend in sarcasm detection.

A note on languages
Most research in sarcasm detection exists for English. However, some research in the following
languages has also been reported: Chinese [43], Italian [3], Czech [53], Dutch [41], Greek [12],
Indonesian [46] and Hindi [14]. Recently, [35] present a multi-lingual corpus for irony detection for
French, English and Italian. �e corpus uses a detailed annotation schema where ironic statements
are further labeled with irony categories such as euphemism, analogy, etc.

4 DATASETS
�is section describes the datasets used for experiments in sarcasm detection. We divide them
into four classes: short text (typically characterized by noise and situations where length is limited
by the platform, as in tweets on Twi�er), long text (such as discussion forum posts), transcripts
(such as transcripts of a TV show or a call center conversation), and other miscellaneous datasets.
Short text can contain only one (possibly sarcastic) u�erance, whereas long text may contain a
sarcastic sentence among other non-sarcastic sentences. Table 2 lists past work for the three kinds
of datasets.

4.1 Short text
Social media makes large-scale user-generated text accessible. However, because of restrictions on
text length imposed by some of these platforms, this text tends to be short requiring authors to use
abbreviations to �t their statements within the speci�c limit. Despite this noise, datasets of tweets
have been popular for sarcasm detection because of availability of the Twi�er API and popularity
of Twi�er as a medium. For Twi�er-based datasets, two approaches to obtain annotations have
been used. �e �rst is manual annotation. [60] introduced a dataset of tweets which were manually
annotated as either sarcastic or not. [47] studied sarcastic tweets and their impact to sentiment
classi�cation. �ey experimented with around 600 tweets which were marked for subjectivity,
sentiment and sarcasm.

�e second technique to create datasets is the use of hashtag-based supervision. Many approaches
use hashtags in tweets as indicators of sarcasm, to create labeled datasets. �e popularity of this
approach (over manual annotation) can be a�ributed to various factors:

(1) Nobody but the author of a tweet can determine with certainty, whether the tweet was
intended to be sarcastic or not. A hashtag is a label provided by authors themselves.

(2) �is approach allows rapid creation of large-scale datasets since manual e�ort is restricted.
In order to create such a dataset, tweets containing particular hashtags are labeled as
sarcastic.

[13] use a dataset of tweets, which are labeled based on the presence of sarcasm-indicative hashtags
such as #sarcasm, #sarcastic, #not, etc. [26] also use hashtag-based supervision for tweets. However,
they retain only examples where it occurs at the end of a tweet but eliminate cases where the
hashtag is a part of the running text. For example, ‘#sarcasm is popular among teens’ is eliminated,
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Table 1. Summary of sarcasm detection along di�erent parameters; ‘Appr.’ indicates Approach, while ‘Annotn.’
stands for annotation technique

Datasets Approach Annotation Features Context
Sh

or
tT

ex
t

Lo
ng

Te
xt

O
th
er

R
ul
e-
ba

se
d

Se
m
i-
su

pe
rv
.

Su
pe

rv

M
an

ua
l

D
is
ta
nt

O
th
er

U
ni
gr
am

Se
nt
im

en
t

Pr
ag

m
at
ic

Pa
tt
er
ns

O
th
er

A
ut
ho

r
C
on

ve
rs
at
io
n

O
th
er

[38] X X X
[13] X X X X X
[68] X X X X X
[69] X X X X
[26] X X X X X X
[19] X X
[58] X X X X X X X
[56] X X X X X X
[41] X X X X X X
[45] X X X X X
[55] X X X X X
[59] X X X X X X X
[60] X X X X X X X
[3] X X X X X
[5] X X X X X
[9] X X X X X X X
[43] X X X X X X X X
[47] X X X X X X
[57] X X X X X X X X
[72] X X
[2] X X X X X X X X X X
[6] X X X X X X
[7] X X X X X X
[8] X X X X X X
[18] X X X X X X
[22] X X X X
[20] X X X X X X X
[28] X X X X X X X
[32] X X X X X X X X X
[36] X X X X X X
[54] X X X X X X X X
[73] X X X X X X X X
[75] X X X X X
[1] X X X X X X X
[17] X X X X X X X X
[21] X X X
[33] X X X X X X X
[34] X X X X X
[48] X X X X X X X X X
[50] X X X X X X
[63] X X X X
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Table 2. Summary of sarcasm-labeled datasets

Text form Related Work
Short Text Tweets

Manual: [1, 47, 48, 53, 60]
Hashtag-based: [1–3, 5–7, 13, 18, 20, 26, 32, 36, 41, 54, 58, 59, 75]
Reddits
[37, 72, 73]

Long text [9, 19, 43, 45, 56, 57]
Transcripts & Dialogue [33, 55, 67]
Miscellaneous [22, 34, 38, 48, 69]

while ‘I got a parking �ne on my birthday. #amazing #bestbirthdayever #sarcasm’ is included. [58]
use a similar approach. [59] present a large dataset of 40000 tweets labeled as sarcastic or not, again
using hashtags. [20] present hashtag-annotated dataset of tweets which they divide into three parts:
1000 trial, 4000 development and 8000 test tweets. [41] use ‘#not’ to download and label their tweets.
[5] create a dataset using hashtag-based supervision based on hashtags indicated by multiple labels
namely, politics, education, sarcasm, humor and irony. Note that although these labels are not
mutually exclusive by de�nition (for example, sarcasm is a form of irony), the presence of hashtags
is used as a sole indicator of a certain label. �erefore, a tweet may be humorous and about politics,
but this approach labels it purely on the basis of the hashtag present in it. For example, ‘Politicians
are never wrong #politics’ would get labeled as a political tweet, while ‘Politicians are never wrong
#sarcasm’ would get labeled as a sarcastic tweet. Other works using this approach have also been
reported [1, 3, 6, 7, 32].

�e Twi�er API requires you to search for a keyword in a tweet (in addition to other features that
it provides). Also, an author indicating, through a hashtag, that they are being sarcastic is straight-
forward. How to collect non-sarcastic tweets becomes tricky. Tweets containing ‘#notsarcastic’
may be downloaded as non-sarcastic but are unlikely to have the statistical properties of general
non-sarcastic text. In some cases, authors have assumed that tweets not containing the ‘#sarcastic’
hashtag are non-sarcastic [2]. Another option is to create a list of authors of sarcastic tweets, and
download their tweets not containing the sarcasm-indicative hashtag.

Hashtag-based supervision may lead to a degradation in the quality of the training data for
reasons such as incorrect use of a sarcasm-indicative hashtag. To ensure quality, [18] obtain the
initial label based on the presence of hashtags following which these labels are manually veri�ed
and corrected by annotators.

Twi�er also provides access to additional context in terms of past tweets or author information.
Hence, in order to predict sarcasm, supplementary datasets have also been used for sarcasm
detection. ‘Supplementary’ datasets refer to text that does not need to be annotated but that will
contribute to the judgment of the sarcasm detector. [36] use a supplementary set of complete
Twi�er timelines (limited to 3200 tweets, by Twi�er) to establish context for a given dataset of
tweets. [54] use a dataset of tweets, labeled by hashtag-based supervision along with a historical
context of 80 tweets per author.

Like supplementary datasets, supplementary annotation (i.e., annotation apart from sarcasm/non-
sarcasm) has also been explored. [48] capture cognitive features based on eye-tracking. �ey employ
annotators who are asked to determine the sentiment (and not ‘sarcasm/not-sarcasm’, since, as
per their claim, it can result in priming) of a text. While the annotators read the text, their eye
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movements are recorded by an eye-tracker. �is eye-tracking information serves as supplementary
annotation.

Other social media text used for sarcasm-labeled datasets includes posts from Reddit7. [72]
create a corpus of Reddit posts of 10K sentences, from 6 Reddit topics. [73] present a dataset of
Reddit comments - 5625 sentences. Similarly, [37] present a large dataset of manually labeled reddit
comments, including 1.3 million sarcastic comments.

4.2 Long text
Reviews and discussion forum posts have also been used as sarcasm-labeled datasets. [45] use the
Internet Argument Corpus which marks a dataset of discussion forum posts with multiple labels,
one of them being sarcasm. [57] create a dataset of movie reviews, book reviews and news articles
marked with sarcasm and sentiment. [56] deal with products that saw a spate of sarcastic reviews
all of a sudden. �eir dataset consists of 11000 reviews. [19] use a sarcasm-labeled dataset of around
1000 reviews. [9] create a labeled set of 1254 Amazon reviews, out of which 437 are ironic. [68]
consider a large dataset of 66000 Amazon reviews. [43] use a dataset of reviews, comments, etc.
from multiple sources such as Amazon, Twi�er, Netease and Netcena. In these cases, the datasets
are manually annotated because markers like hashtags are not available.

4.3 Transcripts and dialogue
Since sarcasm is a form of verbal irony and is o�en expressed in the context of a conversation,
datasets based on transcripts and dialogue have also been reported. [67] use 131 call center
transcripts. Each occurrence of ‘yeah right’ is marked as sarcastic or not. �e goal is to identify
which ‘yeah right’ is sarcastic. Similarly, [55] create a crowdsourced dataset of sentences from an
MTV show, Daria. On similar lines, [33] report their results on a manually annotated transcript of
the TV Series ‘Friends’. Every ‘u�erance’ in a scene is annotated with two labels: sarcastic or not
sarcastic.

4.4 Miscellaneous datasets
In addition to the three kinds of datasets above, several other datasets have been reported. [38] use
20 sarcastic and 15 non-sarcastic book excerpts, which are marked by 101 annotators. �e goal
is to identify lexical indicators of sarcasm. [69] focus on identifying which similes are sarcastic.
For example, the simile ‘as useful as a chocolate teapot’ is to be predicted as sarcastic, while the
simile ‘as big as a plum’ is not8. Hence, they �rst search the web for the pa�ern ‘* as a *’. �is
results in 20,000 distinct similes which are then annotated. [22] use a crowdsourcing tool to obtain
a non-sarcastic version of a sentence if applicable. For example ‘Who doesn’t love being ignored’ is
expected to be corrected to ‘Not many love being ignored’. [48] create a manually labeled dataset
of quotes from a website called sarcasmsociety.com. [34] create a similar dataset of quotes from
GoodReads, a book recommendation website. However, in this case, they use user-determined tags
to assign sarcasm labels.

5 APPROACHES
In this section, we describe approaches used for sarcasm detection. In general, approaches to
sarcasm detection can be classi�ed into: rule-based, statistical and deep learning-based approaches9.
7h�p://www.reddit.com/
8Both examples are from the original paper.
9Obviously deep learning approaches can be considered a speci�c form of statistical learning, but we �nd it helpful
notwithstanding to separate them into their own category and distinguish them from (simpler) statistical techniques such
as linear classi�ers.
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We look at these approaches in the next sections. Following that, we describe shared tasks in
research forums that deal with sarcasm detection.

5.1 Rule-based Approaches
Rule-based approaches a�empt to identify sarcasm through speci�c evidence. �is evidence is
captured in the form of rules that rely on indicators of sarcasm. [69] identify sarcasm in similes
using Google searches in order to determine how likely a simile is. �ey present a 9-step approach
where at each step/rule, a simile is validated as non-sarcastic using the number of search results. To
demonstrate the strength of their rules, they present an error analysis corresponding to each rule.

[47] propose that hashtag sentiment is a key indicator of sarcasm. Hashtags are o�en used by
tweet authors to highlight sarcasm, and hence, if the sentiment expressed by a hashtag does not
agree with rest of the tweet, the tweet is predicted as sarcastic. �ey use a hashtag tokenizer to
split hashtags made of concatenated words.

[6] present two rule-based classi�ers. �e �rst uses a parse–based lexicon generation algorithm
that creates parse trees of sentences and identi�es situation phrases that bear sentiment. If a
negative phrase occurs in a positive sentence, then the sentence is predicted as sarcastic. �e
second algorithm aims to capture hyperbolic sarcasm (i.e., by using interjections (such as ‘(wow)’
and intensi�ers (such as ‘absolutely’) that occur together.

[60] present rule-based classi�ers that look for a positive verb and a negative situation phrase in
a sentence. �e set of negative situation phrases are extracted using a well-structured, iterative
algorithm that begins with a bootstrapped set of positive verbs and iteratively expands both
the sets (namely, positive verbs and negative situation phrases). �ey experiment with di�erent
con�gurations of rules such as restricting the order of the verb and situation phrase.

5.2 Feature Sets
In this section, we investigate the set of features that have been reported for statistical sarcasm
detection. Most approaches use bag-of-words as features. However, in addition to these, several
other sets of features have been reported. Table 3 summarizes them. We focus on features related
to the text to be classi�ed. Contextual features (i.e., features that use information beyond the text
to be classi�ed) are described in a later section.

[68] design pa�ern-based features that indicate the presence of discriminative pa�erns (such
as ‘as fast as a snail’) as extracted from a large sarcasm-labeled corpus. To prevent over��ing
of pa�erns, these pa�ern-based features take real values based on three situations: exact match,
partial overlap and no match. [26] use sentiment lexicon-based features and pragmatic features
like emoticons and user mentions. Similarly, [17] use features derived from multiple a�ective
lexicons such as AFINN, SentiWordNet, General Inquirer, etc. In addition, they also use features
based on semantic similarity, emoticons, counterfactuality, etc. [58] introduce features related to
ambiguity, unexpectedness, emotional scenario, etc. Ambiguity features cover structural, morpho-
syntactic, semantic ambiguity, while unexpectedness features measure semantic relatedness. [60]
use a set of pa�erns, speci�cally positive verbs and negative situation phrases, as features for a
classi�er (in addition to a rule-based classi�er). [41] introduce bigrams and trigrams as features.
[59] explore skip-gram and character n-gram-based features. [3] include seven sets of features
such as maximum/minimum/gap of intensity of adjectives and adverbs, max/min/average number
of synonyms and synsets for words in the target text, etc. [4] use similar features for irony
detection. [9] incorporate ellipsis, hyperbole and imbalance in their set of features. [32] use features
corresponding to the linguistic theory of incongruity. �e features are classi�ed into two sets:
implicit and explicit incongruity-based features. [53] use word-shape and pointedness features. [54]
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use extensions of words, number of �ips, readability features in addition to contextual features. [28]
present features that measure semantic relatedness between words using WordNet-based similarity.
[43] introduce POS sequences and semantic imbalance as features. Since they also experiment with
Chinese datasets, they use language-typical features like use of homophony, use of honori�cs, etc.

Following quite a di�erent approach, salient features of sarcastic text were investigated by [48],
who designed a set of gaze-based features such as average �xation duration, regression count, skip
count, etc., based on annotations from their eye-tracking experiments. In addition, they also use
complex gaze-based features based on saliency graphs which connect words in a sentence with
edges representing saccades between the words.

5.3 Learning Algorithms
Most work in statistical sarcasm detection relies on di�erent forms of Support Vector Machines
(SVM) [13, 32, 38, 56, 67, 68] (or SVM-Perf as in the case of [34]). [26] use SVM and Logistic
Regression, with the χ 2 test used to identify discriminating features. [60] compare rule-based
techniques with a SVM-based classi�er. [41] use the balanced winnow algorithm in order to
determine high-ranking features. [59] use Naive Bayes and Decision Trees for multiple pairs of
labels among irony, humor, politics and education. [2] use binary Logistic Regression. [75] use SVM-
HMM in order to incorporate sequence nature of output labels in a conversation. Similarly, [33]
validate that for conversational data, sequence labeling algorithms perform be�er than classi�cation
algorithms. �ey use SVM-HMM and SEARN as the sequence labeling algorithms. [43] compare
several ensemble-based classi�cation approaches including Bagging, Boosting, etc. and show results
on �ve datasets. [49] use fuzzy Clustering for sarcasm detection.

5.4 Deep Learning-based Approaches
As architectures based on deep learning techniques gain popularity in Natural Language Pro-
gramming (NLP) applications, a few such approaches have been reported for automatic sarcasm
detection as well. [34] use similarity between word embeddings as features for sarcasm detection.
�ey augment these word embedding-based features with features from four prior works. �e
inclusion of past features is key because they observe that using the new features alone does not
su�ce for good performance. [63] present a novel Convolutional Network-based architecture that
learns user embeddings in addition to u�erance-based embeddings. �e authors state that it allows
them to learn user-speci�c context. [21] use a combination of a Convolutional Neural Network, a
Recurrent Neural Network (Long Short-Term Memory) followed by a Deep Neural Network. �ey
compare their approach against recursive SVM, and show an improvement for the deep learning
architecture. [52] investigate the use of Deep Convolutional Networks for sarcasm detection.

5.5 Shared Tasks & Benchmark Datasets
Shared tasks allow comparative evaluation of multiple approaches on a common dataset. [61]
describe a shared task on sentiment analysis in Twi�er, from SemEval-2014. �e organizers provided
multiple datasets (SMS, LiveJournal, etc.), one of which was a dataset of sarcastic tweets. It is
interesting to note that the system at rank 10 gave the best performance for the dataset of sarcastic
tweets (82.75, versus 77.13 which was the performance of the system that ranked highest). �is best
performing system was by [62]. �ey use features that separately capture message and contextual
polarity. [20] describe a shared task from SemEval-2015 that deals with sentiment analysis of
�gurative language. �e organizers provided a dataset of ironic and metaphorical statements
labeled as positive, negative and neutral. �e participants were expected to correctly identify the
sentiment polarity in the case of �gurative expressions like irony. �e teams that participated in the
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Table 3. Features used for Statistical Classifiers

Salient Features
[68] Sarcastic pa�erns, Punctuations
[26] User mentions, emoticons, unigrams, sentiment-lexicon-

based features
[58] Ambiguity-based, semantic relatedness
[56] N-grams, POS N-grams
[41] N-grams, emotion marks, intensi�ers
[60] Sarcastic pa�erns (Positive verbs, negative phrases)
[59] Skip-grams, Polarity skip-grams
[3] Freq. of rarest words, max/min/avg # synsets, max/min/avg

# synonyms
[5] Synonyms, Ambiguity, Wri�en-spoken gap
[9] Interjection, ellipsis, hyperbole, imbalance-based
[43] POS sequences, Semantic imbalance. Chinese-speci�c fea-

tures such as homophones, use of honori�cs
[53] Word shape, Pointedness, etc.
[28] Length, capitalization, semantic similarity
[32] Unigrams, Implicit incongruity-based, Explicit incongruity-

based
[54] Readability, sentiment �ips, etc.
[8] Pa�ern-based features along with word-based, syntactic,

punctuation-based and sentiment-related features
[17] A�ect-based features derived from multiple emotion lexicons
[34] Features based on word embedding similarity
[48] Cognitive features derived from eye-tracking experiments

shared task used a�ective resources, character n-grams, etc. �e winning team used “four lexica,
one that was automatically generated and three than were manually cra�ed. (sic)”. �e second
shared task was a data science contest organized as a part of PAKDD 201610. �e competition
dataset consisted of Reddit comments labeled as either sarcastic or non-sarcastic.

6 REPORTED PERFORMANCE
Table 4 presents reported values from past works. �e values are not directly comparable because
they are based on di�erent datasets, experiment se�ings, techniques or metrics. Also, in case of
some past works, only an analysis of datasets is performed without reporting metrics such as
F-score, etc. �ese papers have not been included in the table. However, the table does provide
a ballpark estimate of current performance of sarcasm detection. [26] show that unigram-based
features outperform the use of a subset of words as derived from a sentiment lexicon. �ey
compare the accuracy of the sarcasm classi�er with the human ability to detect sarcasm. [56] report
sentiment-based features as their top discriminating features. �e Logistic Regression classi�er
in [55] results in an accuracy of 81.5%. [54] show that historical features along with �ip-based
features are the most discriminating features, and result in an accuracy of 83.46%. �ese are also
the features presented in a rule-based se�ing by [36]. [17] compare their features against several
reported works and show that their approach outperforms them with a F-score of 0.82.
10h�p://www.parrotanalytics.com/paci�c-asia-knowledge-discovery-and-data-mining-conference-2016-contest/
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Table 4. Performance Values of Sarcasm Detection; Precision/Recall/F-measures and Accuracy values are
indicated in percentages

Details Reported Performance
[67] Conversation transcripts F: 70, Acc: 87
[13] Tweets F: 54.5 Acc: 89.6
[68] Reviews F: 78.8
[69] Similes F: 88
[26] Tweets A: 75.89
[58] Irony vs general A: 70.12, F: 65
[56] Reviews F: 89.1, P: 88.3, R: 89.9
[41] Tweets AUC: 0.76
[45] Discussion forum posts F: 69, P: 75, R: 62
[55] Speech data Acc: 81.57
[59] Irony vs humor F: 76
[60] Tweets F: 51, P: 44, R: 62
[5] Tweets F: 62
[9] Reviews F: 71.3
[47] Tweets F: 91.03
[2] Tweets Acc: 85.1
[18] Tweets F: 83.59, Acc: 94.17
[20] Tweets Cosine: 0.758, MSE: 2.117
[22] Tweets F: 97.5
[28] Irony vs politics F: 81
[32] Tweets/Disc. Posts F: 88.76/64
[36] Tweets F: 88.2
[54] Tweets Acc: 83.46, AUC: 0.83
[73] Reddits P: 0.141, F: 0.377
[75] Tweets Macro-F: 69.13
[1] Tweets AUC: 0.6
[17] Tweets F: 82
[33] TV transcripts F: 84.4
[34] Book snippets F: 80.47
[48] Tweets, �otes and Reviews F: 75.7
[50] Reviews F: 75.7
[63] Tweets Acc: 87.2

An analysis of systems based on types of sarcasm is not available in most past work, primarily
due to lack of corpora in which di�erent kinds of sarcasm are marked. However, such an analysis is
seen in [33] with respect to errors made by their system. �ey look at examples that their approach
predicts correctly but a past approach does not. �en, they label a subset of these examples with
one of the four sarcasm types. �ey report these values for the four types given in [10], and observe
that nearly 71% require context, i.e., are illocutionary or like-pre�xed.

7 TRENDS IN SARCASM DETECTION
In the previous sections, we looked at the datasets, approaches and performances of past work
in sarcasm detection. In this section, we detail interesting trends observed in sarcasm detection
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research. �ese trends are represented in Figure 1. Representative work in each area are indicated in
the �gure, around four key milestones. Following fundamental studies, supervised/semi-supervised
sarcasm classi�cation approaches were explored. �ese approaches focused on using speci�c
pa�erns or novel features. �en, as Twi�er emerged as a viable source of data, hashtag-based
supervision became popular. Recently, there is an emerging trend to use context beyond the text
being classi�ed. In the rest of this section, we describe in detail two of these trends: (a) discovery

Fig. 1. Trends in Sarcasm Detection Research

of sarcastic pa�erns, and use of these pa�erns as features, and (b) use of contextual information
i.e., information beyond the target text for sarcasm detection.

7.1 Pa�ern discovery
Since sarcasm may contain implicit sentiment phrases (for example ‘just got o� a wonderful 12 hour
�ight si�ing next to a crying baby’), discovering sarcastic pa�erns was an early trend in sarcasm
detection. Several approaches dealt with extracting pa�erns that are indicative of sarcasm, or carry
implied sentiment. �ese pa�erns may then be used as features for a statistical classi�er, or as a
knowledge base for a rule-based classi�er. [68] extract sarcastic pa�erns from a seed set of labeled
sentences. �ey �rst select words that either occur more frequently than an upper threshold or
less frequently than a lower threshold. �ey identify a large set of candidate pa�erns from among
these extracted words. �e pa�erns which occur discriminatively in either classes are then selected.
[53] and [8] also use a similar approach for Czech and English tweets.

[60] hypothesise that sarcasm occurs due to a contrast between positive verbs and phrases
indicating negative situations (as in the case of ‘I love being awake at 4 am with a head-ache’ where
the positive verb ‘love’ is followed by the negative situation ‘being awake at 4 am with a head-ache’).
To discover a lexicon of these verbs and phrases, they design an iterative algorithm. Starting with a
seed set of positive verbs, they identify discriminative situation phrases that occur with these verbs
in sarcastic tweets. �ese phrases are then used to expand the set of verbs. �e algorithm iteratively
appends to the lists of known verbs and phrases. �e algorithm also incorporates subsumption of
shorter situation phrases by longer situation phrases. For example, ‘being awake at 4 am’ as in the
previous example has an implicit negative sentiment in itself as compared to the longer phrase
‘being awake at 4am with a head-ache’. [32] adapt this algorithm by eliminating subsumption. [45]

ACM Computing Surveys, Vol. 0, No. 0, Article 1000. Publication date: 2017.



Automatic Sarcasm Detection 1000:15

begin with a seed set of nastiness and sarcasm pa�erns, created using Amazon Mechanical Turk.
�ese nastiness/sarcasm pa�erns are statistically signi�cant pa�erns (such as ‘oh really’) derived
from a labeled dataset. �ey train a high precision sarcastic post classi�er, followed by a high
precision non-sarcastic post classi�er. �ese two classi�ers are then used to generate a large labeled
dataset, which is in turn used to train a classi�er.

7.2 Role of context in sarcasm detection
An emerging trend in sarcasm detection is the use of context. �e term context here refers to any
information beyond the text to be predicted, and beyond common knowledge. For example, the
sentence ‘I love solving math problems all weekend’ may not be sarcastic to a student who loves
math, but may be sarcastic to many others. �is example requires context outside of the text to be
classi�ed. In the rest of this section, we describe approaches that work with examples like these.
We refer to the textual unit to be classi�ed as the ‘target text’. As we will see, this context may be
incorporated in a variety of ways - in general, using either supplementary data or supplementary
information from the source platform providing the data. [72] is the �rst annotation study that
highlighted the need for context for sarcasm detection. �e annotators mark Reddit comments
with sarcasm labels. During this annotation, annotators o�en request for additional context in the
form of Reddit comments in the thread. �e authors also present a transition matrix that shows
how many times authors change their labels a�er this conversational context is displayed to them.

Following this observation and the promise of context for sarcasm detection, several recent
approaches have looked at ways of incorporating it. �e contexts that have been reported are of
three types:

(1) Author-speci�c context: �is type of context refers to the textual footprint of the author
of the target text. For example, the statement ‘Nicki Minaj.. I love her’ may be an exaggera-
tion (hyperbolic form of sarcasm). In order to understand the sarcasm therein, information
speci�c to the author who wrote the text is useful. [36] follow the intuition that a tweet
is sarcastic either because it has words of contrasting sentiment in it, or because there is
sentiment that contrasts with the author’s historical sentiment’. Historical tweets by the
same author are considered as the context. Named entity phrases in the target tweet are
searched for in the timeline of the author in order to gather the true sentiment of the author.
�is historical sentiment is then used to predict whether the author is likely to be sarcastic,
given the sentiment expressed towards the entity in the target tweet. [54] incorporate
context about the author using the author’s past tweets. �is context is captured as features
for a classi�er. �e features deal with various dimensions. �ey use features about the
author’s familiarity with Twi�er (in terms of use of hashtags), familiarity with language (in
terms of words and structures), and familiarity with sarcasm. [2] consider author context
in features such as historical salient terms, historical topic, pro�le information, historical
sentiment (how likely is he/she to be negative), etc. [63] capture author-speci�c embeddings
using a neural network based architecture. �e author-speci�c embeddings are extracted
based on 1000 past tweets posted by the author.

(2) Conversational context: �is type of context refers to text in the conversation of which
the target text is a part. Consider a simple exclamation ‘Yeah right, I can see that!’. �is
may or may not be sarcastic. To understand the sarcasm (if any), one needs to look at the
conversation that the sentence is a part of. If the sentence preceding the exclamation is ‘I
don’t feel bad about my low grades at all’, the sarcasm in the exclamation can be inferred.
[2] capture such conversational context using pair-wise Brown features between the target
tweet and the previous tweet in the conversation. In addition, they also use ‘audience’
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features. �ese are features of the tweet author who responded to the target tweet. [32]
show that concatenation of the previous post in a discussion forum thread along with the
target post leads to an improvement in precision. [73] look at comments in the thread
structure to obtain context for sarcasm detection. To do so, they use the subreddit name,
and noun phrases from the thread to which the target post belongs. [75] use sequence
labeling to capture conversational context. For a sequence of tweets in a conversation, they
estimate the most probable sequence of three labels: happy, sad and sarcastic, for the last
tweet in the sequence. A similar approach is used in [33] to predict sarcasm in every text
unit in a sequence of u�erances in a scene.

(3) Topical context: �is context follows the intuition that some topics are likely to evoke
sarcasm more commonly than others. For example, a tweet about a controversial topic in a
political discourse is more likely to evoke sarcasm than a tweet about weather. [31] present
a sarcasm topic model that uses sentiment mixture in tweets in order to discover sarcasm-
prevalent topics. �ey note how topics like gun laws are more likely to evoke sarcasm as
compared to funeral or fathers’ day. [75] use topical context. To predict sarcasm in a tweet,
they download tweets containing a hashtag in the tweet. �en, based on timestamps, they
create a sequence of these tweets and use sequence labeling to detect sarcasm in the target
tweet (the last in the sequence).

8 ISSUES IN SARCASM DETECTION
In this section, we focus on three recurring design issues that appear in di�erent sarcasm detection
works. �e �rst deals with the quality of the annotation. �e second issue deals with using
sentiment as a feature for classi�cation. Finally, the third issue lies in the context of handling
unbalanced datasets.

8.1 Issues with Annotation
Although hashtag-based labeling can provide large-scale supervision, the quality of the dataset
may be dubious. �is is particularly true in the case of using #not to indicate insincere sentiment.
[41] show that #not is o�en used to express sarcasm - while the rest of the sentence is not su�cient
for identifying the sarcasm. For example, ‘Looking forward to going back to school tomorrow #not’.
�e speaker expresses sarcasm through #not. In most reported works that use hashtag-based
supervision, the hashtag is removed in the pre-processing step. �is reduces the sentence above to
‘Looking forward to going back to school tomorrow’ - which may not have a sarcastic interpretation,
unless the author’s context is incorporated. �us, hashtag-based supervision may cause ambiguities
(or be incorrect) in some cases. To mitigate this problem, a new trend is to validate on multiple
datasets - some annotated manually while others annotated through hashtags [8, 21, 32]. [21] train
their deep learning-based model using a large dataset of hashtag-annotated tweets, but use a test
set of manually annotated tweets.

Even in the case of manually annotated datasets, the quality of the annotation is a concern. Since
sarcasm is a subjective phenomenon, the inter-annotator agreement values reported in past work
are diverse. [68] indicate an agreement of 0.34. �e value in the case of [18] is 0.79 while for [60],
it is 0.81. [30] perform an interesting study on cross-cultural sarcasm annotation. �ey compare
annotations by Indian and American annotators, and show that Indian annotators agree with each
other more than their American counterparts. �ey also give examples to elicit these di�erences.
For example, ‘It’s sunny outside and I am at work. Yay’ is considered sarcastic by the American
annotators, but non-sarcastic by Indian annotators due to typical Indian climate.
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�e above observations highlight the need of framing appropriate guidelines for annotators.
[70] present an annotated dataset of discussion forums with many annotations (including sarcasm).
�ey state that for the sarcasm annotation, the annotators answer the question: ‘Is the respondent
using sarcasm? ’. [38] describe their annotation guidelines in terms of three questions given to the
annotators: (i) how likely is this excerpt to be sarcastic, (ii) how sure are you, and (iii) why do you
think it is sarcastic. �eir study then analyzes lexical indicators of sarcasm from the responses
to the three questions. [33] allow their annotators to look at a complete scene while annotating
individual u�erances. �is allows them to understand the conversational context while annotating
an u�erance as sarcastic or not.

8.2 Issues with sentiment as a feature
Several approaches use lexical sentiment as a feature to the sarcasm classi�er. It must, however,
be noted that these approaches require ‘surface polarity’: the apparent polarity of a sentence. [6]
describe a rule-based approach that predicts a sentence as sarcastic if a negative phrase occurs in a
positive sentence. As described earlier, [36] use sentiment of a past tweet by the author to predict
sarcasm. In a statistical classi�er, surface polarity may be used directly as a feature [2, 32, 54, 58].
[59] capture polarity in terms of two emotion dimensions: activation and pleasantness. [9] use
a sentiment imbalance feature that is represented by star rating of a review disagreeing with
the surface polarity. [7] cascade sarcasm detection and sentiment detection, and observe an
improvement of 4% in accuracy for sentiment classi�cation, when sentiment detection is aware
of sarcastic nature of text. [47] also demonstrate the impact of sarcasm detection on sentiment
classi�cation using modules from the GATE framework. Using simple rules to detect sarcasm
expressed through hashtags, they improve the performance of sentiment classi�cation by detecting
sarcasm. It is important to note that [47] observe that sarcasm may not always �ip the polarity.
�e example they quote is: ‘It�s not like I wanted to eat breakfast anyway. #sarcasm’.

8.3 Dealing with Skewed Datasets
Sarcasm is an infrequent phenomenon of sentiment expression. �is skew also re�ects in datasets.
[68] use a dataset with a small set of sentences are marked as sarcastic. 12.5% of tweets in the
Italian dataset given by [3] are sarcastic. On the other hand, [55] present a balanced dataset of
15k tweets. In some papers, specialized techniques are used to deal with the dataset imbalances.
For example, [43] present a multi-strategy ensemble learning approach. [34] use SVM-perf that
performs F-score optimization. Similarly, in order to deal with sparse features and skewness of
data, [73] introduce an LSS-regularization strategy. �ey use a sparsifying L1 regularizer over
contextual features and L2-norm for bag of word features. Data imbalance also in�uences the
choice of performance metrics reported. Since AUC is known to be a more reliable indicator of
performance than F-score for skewed data, [41] report AUC for balanced as well as skewed datasets,
to demonstrate the bene�t of their classi�er. Another methodology to ascertain bene�t of a given
approach withstanding data skew is by [1]. �ey compare performance of sarcasm classi�cation
for many datasets of di�erent data imbalances.

9 CONCLUSION & FUTURE DIRECTIONS
Sarcasm detection research has grown signi�cantly in the past few years, necessitating that we
look back and assess the overall picture that these individual works have led to. �is paper surveys
approaches to automatic sarcasm detection. We observed three milestones in the history of sarcasm
detection research: semi-supervised pa�ern extraction to identify implicit sentiment, the use of
hashtag-based supervision to create large-scale annotated datasets, and the use of context beyond
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target text. �e paper presented illustrations containing the datasets, approaches and performance
values, as reported in past work. Manually labeled datasets and datasets labeled using distant
supervision are two popular techniques for creation of sarcasm-labeled datasets. We observed that
rule-based approaches capture evidence of sarcasm in the form of rules such as that the sentiment of
the hashtag does not match the sentiment of the rest of the tweet. Statistical approaches use features
like sentiment changes, speci�c semi-supervised pa�erns, etc. Some deep learning approaches
have also been reported. To incorporate context, additional features speci�c to the author, the
conversation and the topic have been explored in the past. An underlying theme of these past
approaches (either in terms of rules or features) is a�empting to identify the ‘irony’ and ‘hurtful
nature’ that is at the source of sarcasm.

We also highlight three issues in sarcasm detection: the quality of sarcasm annotation through
manual or distant supervised datasets, the relationship between sarcasm and sentiment as a feature,
and data skew in the case of sarcasm-labeled datasets. Our table that compares key past papers
along dimensions such as approach, annotation approach, features, etc. should be useful to those
trying to understand the current state-of-art in sarcasm detection research.

�e current trend of research in sarcasm detection points to the discovery of new features and
the incorporation of context. While there are manually labeled gold-standard datasets, using distant
supervision to obtain labels is the prominent approach. Novel techniques to incorporate context
of di�erent forms have also been employed. Based on our survey of these works, we observe the
following emerging directions:

(1) �ality of sarcasm annotation: Sarcasm is understood on the basis of shared knowledge.
As shown in [43], sarcasm is closely related to language/culture-speci�c traits. Future
approaches to sarcasm detection in new languages will bene�t from understanding such
traits, and incorporating them into their classi�cation frameworks. [30] show that American
and Indian annotators may have substantial disagreement in their sarcasm annotations.
However, this sees a non-signi�cant degradation in the performance of sarcasm detection.
Since crowd-sourcing may be used for sarcasm annotation, the quality of this annotation
and its impact on sarcasm classi�cation must be evaluated on the basis of critical parameters
such as cultural backgrounds.

(2) Extraction of implicit sentiment in patterns: Based on past work, it is well-established
that sarcasm is closely linked to sentiment incongruity [32]. Several related works exist
for detection of implicit sentiment in sentences, as in the case of ‘�e phone gets heated
quickly’ v/s ‘�e induction cooktop gets heated quickly’. �is will help sarcasm detection,
following the line of semi-supervised pa�ern discovery.

(3) Analysis based on types of sarcasm: As noted in the survey, past work does not report
which of the types of sarcasm are correctly handled by existing systems. A dataset which
labels sarcastic sentences into one of the four types, and then studies the performance
of various systems on each of these types will be helpful. Future work can bene�t from
reporting which types of sarcasm are proving to be di�cult for di�erent approaches.

(4) Sarcasm versus irony classi�cation: Sarcasm and irony are closely related and most
work so far considers them to be the same. However, some recent work has dealt with
understanding the di�erences between the two. [74] present �ndings of a data analysis to
understand di�erences between sarcasm and irony. According to them, aggressiveness is
the distinguishing factor between the two. [66] present a set of classi�ers that distinguish
between sarcasm and irony. �ey describe an analysis of structural and a�ective features
in tweets. An important observation that they make is the peculiarity of the hashtag ‘#not’
as a negation marker for sarcasm.

ACM Computing Surveys, Vol. 0, No. 0, Article 1000. Publication date: 2017.



Automatic Sarcasm Detection 1000:19

(5) Linguistic basis for sarcasm detection: Many sarcasm theories, except the theory of
dropped negation (described in Section 2) have not been explored as means for sarcasm
detection. [66] show that the hashtag ‘#not’ plays a distinct role in sarcastic tweets. �is
may have correlations with this theory of dropped negation. Approaches grounded in
linguistic theories may yield good results.

(6) Coverage of di�erent forms of sarcasm: In Section 2, we described four species of
sarcasm: propositional, lexical, like-pre�xed and illocutionary sarcasm. We observe that
current approaches are limited in handling the last two forms of sarcasm: like-pre�xed and
illocutionary. Future work may focus on these forms of sarcasm.

(7) Extraction of Contextual Information using Deep learning-based architectures:
Very few approaches have explored deep learning-based architectures so far. As shown
in [63], context embeddings can be captured. Embeddings derived from other forms of
context may be useful to capture the additional shared knowledge (say, user or conversation-
speci�c knowledge) that is required to understand certain forms of sarcasm.
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[35] Jihen Karoui, Farah Benamara, Véronique Moriceau, Viviana Pa�i, Cristina Bosco, and Nathalie Aussenac-Gilles. 2017.
Exploring the Impact of Pragmatic Phenomena on Irony Detection in Tweets: A Multilingual Corpus Study. European
Chapter of the Association for Computational Linguistics.

[36] Anupam Kha�ri, Aditya Joshi, Pushpak Bha�acharyya, and Mark James Carman. 2015. Your Sentiment Precedes You:
Using an author�s historical tweets to predict sarcasm. In 6TH WORKSHOP ON COMPUTATIONAL APPROACHES TO
SUBJECTIVITY, SENTIMENT AND SOCIAL MEDIA ANALYSIS WASSA 2015. 25.

[37] Mikhail Khodak, Nikunj Saunshi, and Kiran Vodrahalli. 2017. A Large Self-Annotated Corpus for Sarcasm. arXiv
preprint arXiv:1704.05579 (2017).

[38] Roger J Kreuz and Gina M Caucci. 2007. Lexical in�uences on the perception of sarcasm. In Proceedings of the Workshop
on computational approaches to Figurative Language. Association for Computational Linguistics, 1–4.

ACM Computing Surveys, Vol. 0, No. 0, Article 1000. Publication date: 2017.

http://dx.doi.org/10.1016/0378-2166(91)90101-3


Automatic Sarcasm Detection 1000:21

[39] Roger J Kreuz and Sam Glucksberg. 1989. How to be sarcastic: �e echoic reminder theory of verbal irony. Journal of
Experimental Psychology: General 118, 4 (1989), 374.

[40] Christopher J Lee and Albert N Katz. 1998. �e di�erential role of ridicule in sarcasm and irony. Metaphor and symbol
13, 1 (1998), 1–15.

[41] CC Liebrecht, FA Kunneman, and APJ van den Bosch. 2013. �e perfect solution for detecting sarcasm in tweets# not.
(2013).

[42] Bing Liu. 2010. Sentiment analysis and subjectivity. Handbook of natural language processing 2 (2010), 627–666.
[43] Peng Liu, Wei Chen, Gaoyan Ou, Tengjiao Wang, Dongqing Yang, and Kai Lei. 2014. Sarcasm Detection in Social

Media Based on Imbalanced Classi�cation. In Web-Age Information Management. Springer, 459–471.
[44] Debra L Long and Arthur C Graesser. 1988. Wit and humor in discourse processing. Discourse processes 11, 1 (1988),

35–60.
[45] Stephanie Lukin and Marilyn Walker. 2013. Really? well. apparently bootstrapping improves the performance of

sarcasm and nastiness classi�ers for online dialogue. In Proceedings of the Workshop on Language Analysis in Social
Media. 30–40.

[46] Edwin Lunando and Ayu Purwarianti. 2013. Indonesian social media sentiment analysis with sarcasm detection. In
Advanced Computer Science and Information Systems (ICACSIS), 2013 International Conference on. IEEE, 195–198.

[47] Diana Maynard and Mark A Greenwood. 2014. Who cares about sarcastic tweets? investigating the impact of sarcasm
on sentiment analysis. In Proceedings of LREC.

[48] Abhijit Mishra, Diptesh Kanojia, Seema Nagar, Kuntal Dey, , and Pushpak Bha�acharyya. 2016. Harnessing Cognitive
Features for Sarcasm Detection. In Proceedings of the 54th Annual Meeting of the Association for Computational
Linguistics.

[49] Shubhadeep Mukherjee and Pradip Kumar Bala. 2017. Sarcasm detection in microblogs using Naı̈ve Bayes and fuzzy
clustering. Technology in Society 48 (2017), 19–27.

[50] Smaranda Muresan, Roberto Gonzalez-Ibanez, Debanjan Ghosh, and Nina Wacholder. 2016. Identi�cation of nonliteral
language in social media: A case study on sarcasm. Journal of the Association for Information Science and Technology
(2016).

[51] Lotem Peled and Roi Reichart. 2017. Sarcasm SIGN: Interpreting Sarcasm with Sentiment Based Monolingual Machine
Translation. arXiv preprint arXiv:1704.06836 (2017).

[52] Soujanya Poria, Erik Cambria, Devamanyu Hazarika, and Prateek Vij. 2016. A deeper look into sarcastic Tweets using
deep convolutional neural networks. arXiv preprint arXiv:1610.08815 (2016).
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