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Abstract

Word embeddings are a crucial compo-
nent in modern NLP. Pre-trained embed-
dings released by different groups have
been a major reason for their popularity.
However, they are trained on generic cor-
pora, which limits their direct use for do-
main specific tasks. In this paper, we pro-
pose a method to add task specific infor-
mation to pre-trained word embeddings.
Such information can improve their util-
ity. We add information from medical cod-
ing data, as well as the first level from
the hierarchy of ICD-10 medical code
set to different pre-trained word embed-
dings. We adapt CBOW algorithm from
the word2vec package for our purpose. We
evaluated our approach on five different
pre-trained word embeddings. Both the
original word embeddings, and their mod-
ified versions (the ones with added infor-
mation) were used for automated review of
medical coding. The modified word em-
beddings give an improvement in f-score
by 1% on the 5-fold evaluation on a pri-
vate medical claims dataset. Our results
show that adding extra information is pos-
sible and beneficial for the task at hand.

1 Introduction

Word embeddings are a recent addition to an NLP
researcher’s toolkit. They are dense, real-valued
vector representations of words that capture inter-
esting properties among them. Word embeddings
are learned from raw corpora. Usually, the larger
the corpora, the better is the quality of the em-
beddings learned. However, the larger the cor-
pora, the larger is the amount of resources and time
needed for their training. Thus, different groups
release their learned embeddings publicly. Such

pre-trained embeddings is a primary reason for the
inclusion of word embeddings in mainstream NLP.
However, such pre-trained embeddings are usually
learned on generic corpora. Using such embed-
dings in a particular domain such as medical do-
main leads to following problems:

• No embeddings for domain-specific words.
For example, phenacetin is not present in pre-
trained vectors released by Google.

• Even those words that do have embeddings,
may have a poor quality of the embedding,
due to different senses of the words, some of
which belonging to different domains.

It is difficult to obtain large amounts of domain-
specific data. However, many NLP applications
have benefited from the addition of information
from small domain-specific corpus to that ob-
tained from a large generic corpus (Ito et al.,
1997). This raises the following questions:

• Can we use additional domain-specific data
to learn the missing embeddings?

• Can we use additional domain-specific data
to improve the quality of already available
embeddings?

In this paper, we address the second question:
Given pre-trained word embeddings, and domain
specific data, we tune the pre-trained word em-
beddings such that they can achieve better perfor-
mance. We tune the embeddings for and evaluate
them on an automated review of medical coding.

The rest of the paper is organized as follows:
Section 2 provides some background on different
notions used later in the paper. Section 3 moti-
vates our approach through examples. Section 4
explains our approach in detail. Section 5 enlists
the experimental setup. Section 6 details the re-
sults and analysis, followed by conclusion and fu-
ture work.



2 Background

2.1 Word Embeddings

Word embeddings are a crucial component of
modern NLP. They are learned in an unsupervised
manner from large amounts of raw corpora. Ben-
gio et al. (2003) were the first to propose neural
word embeddings. Many word embedding mod-
els have been proposed since then (Collobert and
Weston, 2008; Huang et al., 2012; Mikolov et al.,
2013; Levy and Goldberg, 2014). The central idea
behind word embeddings is the distributional hy-
pothesis, which states that words which are simi-
lar in meaning occur in similar contexts (Ruben-
stein and Goodenough, 1965). Consider the Con-
tinuous Bag of Words model by (Mikolov et al.,
2013), where the following problem is poised to
a neural network: given the context, predict the
word that comes in between. The weights of
the network are the word embeddings. Training
the model over running text brings embeddings of
words with similar meaning closer.

2.2 Medical Coding

Medical coding is the process of assigning prede-
fined alphanumeric medical codes to information
contained in patient medical records.

Babre et al. (2010) shows a typical medical cod-
ing pipeline. Note that the coding (both automatic
and/or manual) is followed by a manual review.
This is due to the critical nature of the coding pro-
cess, and the high cost incurred due to any errors.
However, any human involvement increases cost
both in terms of time and money. Thus, in order to
reduce human involvement in the review process,
an automatic review component can be inserted
just before the human review. Automated review-
ing is a binary classification problem. Those in-
stances that are rejected by the automated review
component can be directly sent back for recoding,
whereas those instances that are accepted by the
automated review component should be sent to hu-
man reviewers for further checking. Such a modi-
fication decreases the load on the human reviewer,
thereby reducing the cost of overall pipeline.

Given the textual nature of medical data, many
natural language processing challenges manifest
themselves while performing either automated
medical coding or automated review of medical
coding. Common challenges include, but are not
limited to:

• Synonymy: Multiple words can have same
meaning (Synonym). For instance, High
Blood Sugar and Diabetes have the same
meaning.

• Abbreviation: Medical staff, in their hurry,
often abbreviate words and sentences. For in-
stance, hypertension can be written as HTN.
The automated system needs to understand
that both these strings ultimately mean the
same thing.

One can note that both in case of synonym and
abbreviations, the context will be almost same.
Thus, word embeddings are well suited to handle
both these challenges.

3 Motivation

Consider the following medical terms (the abbre-
viations in parentheses will be used to refer to the
terms later):
- High Blood Pressure (HBP)
- Low Blood Pressure (LBP)
- High Blood Sugar (HBS)
- Liver Failure (LF)
- Diabetes (D)
- Hypertension
- HTN

We would ideally like the embeddings of the
terms to be learned such that the following con-
straints hold:

• Similarity (HBP, HBS) should be higher than
Similarity (HBP, LBP), which in turn, should
be higher than Similarity (HBP, LF) (as per
medical knowledge).

• Similarity (HBS, D) should be high (as they
are synonyms).

• Similarity (Hypertension, HTN) should be
high (as HTN is abbreviation of hyperten-
sion).

Information about such relations might not be
available in generic corpus on which most pre-
trained embeddings are trained. However, it might
be available in domain specific corpora, or even
labeled data, such as those used in medical claims.
Approaches that can add that information to pre-
trained embeddings will definitely improve their
utility.



4 Approach

We adapt the Continuous Bag Of Words (CBOW)
approach (Mikolov et al., 2013) for our situation.
Given labeled medical claims data, we consider
the terms in the transcripts as context words, and
the corresponding codes as target word. We have
both positive and negative samples in our data.
Thus we have both normal samples as well as neg-
ative samples needed for applying negative sam-
pling.

Figure 1: Network architecture of our approach

Figure 1 shows the network of our approach.
The inputs to the network are a bag of words rep-
resentation of medical terms, and a one-hot repre-
sentation of the corresponding code. The output of
the network is a binary value indicating whether
the input code is accepted for the corresponding
input medical terms.

Exploiting ICD10 Code hierarchy

Another information that can be included is the hi-
erarchical nature of the ICD10 code set. Currently,
the network considers the error of misclassifying
codes in same subcategory, say F32.9 and F11.20,
the same as the error of misclassifying codes be-
longing to different subcategories, say F32.9 and
30233N1. Ideally, error(F32.9, F11.20) should be
less than error(F32.9, E87.1), which in turn should
be less than error(F32.9, 30233N1). Such hierar-
chical information can be encoded by a network
like the one in figure 2. Due to resource and time
constraints, we have currently considered only the
top level hierarchy, i.e. whether the code is ICD-
10 Diagnosis or ICD-10 Procedural.

The learned weights between Proj1 and codes
input in hierarchy network (figure 2) are used to
initialize the weights between Proj2 and codes in
the original network (figure 1). Then the original
network is trained as usual. The weights between

Figure 2: Encoding hierarchy information

Proj1 and medical terms in the original network
are the modified word embeddings.

5 Experimental Setup

5.1 Dataset

We used a private medical claims review dataset,
which we cannot release publicly due to privacy
concerns. The dataset consists of 280k records,
consisting of medical terms along with a code.
Each entry is labeled as accept or reject, depend-
ing on whether the entry has correct code, or
whether it was sent for recoding.

5.2 Pre-trained word embeddings

We used 5 different pre-trained word embed-
dings. The first one is the one released along with
Google’s word2vec toolkit. The remaining four
are medical domain specific, and were released by
(Pyysalo et al., 2013). They are as follows:

• PMC: Trained on 4 million PubMed Central’s
full articles

• PubMed: Trained on 26 million abstracts and
citations in PubMed.

• PubMed PMC: Trained on combination of
previous two resources

• Wikipedia PubMed PMC: Trained on com-
bination of Wikipedia, PubMed and PMC re-
sources.

5.3 Classifiers

Once we tune the embeddings, we use them to
learn a binary classifier. For our experiments, we
report the results we got by using logistic regres-
sion..



Medical Knowledge Synonym Abbreviation
HBP,HBS HBP,LBP HBP,LF HBS,Diabetes Hypertension,HTN

Google
Orig 0.534 0.895 0.181 0.293 0
Mod 0.549 0.640 0.089 0.350 -0.004

PMC
Orig 0.599 0.980 0.173 0.141 0.608
Mod 0.638 0.477 -0.054 0.221 0.947

PubMed
Orig 0.529 0.970 0.006 0.091 0.465
Mod 0.636 0.474 -0.090 0.188 0.952

PubMed PMC
Orig 0.592 0.976 0.116 0.141 0.575
Mod 0.641 0.450 -0.039 0.241 0.952

Wikipedia
PubMed PMC

Orig 0.595 0.976 0.158 0.156 0.617
Mod 0.653 0.474 -0.061 0.190 0.950

Table 1: Cosine similarities of pairs of examples from Section 3

Pre-trained
Embeddings

Original
Embeddings

Modified
Embeddings

Google 82.78 83.37
PMC 82.93 83.96
PubMed 83.18 84.00
PubMed PMC 82.88 83.92
Wikipedia
PubMed PMC

83.12 83.91

Table 2: Average 5-fold cross validation F-score
on automated review of medical coding

6 Results and Analysis

Table 2 shows the results of 5-fold evaluation on
automated review of medical coding. Note that
the modified embeddings consistently outperform
the original ones for all pre-trained embeddings
that we used. The reason behind this improve-
ment is evident from the analysis table 1 where
we show how the constraints are better modeled
by the modified embeddings (Mod) as compared
to the original embeddings (Orig).

7 Related Work

Word embeddings have proved to be useful for
various tasks, such as Part of Speech Tagging
(Collobert and Weston, 2008), Named Entity
Recognition Sentence Classification (Kim, 2014),
Sentiment Analysis (Liu et al., 2015), Sarcasm
Detection (Joshi et al., 2016). Medical domain
specific pre-trained word embeddings were re-
leased by different groups, such as Pyysalo et al.
(2013), Brokos et al. (2016), etc. Wu et al. (2015)
apply word embeddings for clinical abbreviation
disambiguation.

8 Conclusion and Future Work

In this paper, we proposed a modification of the
CBOW algorithm to add task and domain specific
information to pre-trained word embeddings. We
added information from a medical claims dataset
and the ICD-10 code hierarchy to improve the util-
ity of the pre-trained word embeddings. We ob-
tained an improvement of approximately 1% us-
ing the modified word embeddings as compared
to using the original word embeddings. Such im-
provement was achieved by including only the top
level hierarchy. We hypothesize that using the full
hierarchy will lead to better improvements, which
we shall investigate in the future.
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