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ABSTRACT the biggest hurdles in analyzing text in such medipdescribes a
In this paper, we presefiviSent a sentiment analysis system for distant supervision-based approach for sentimemisification.
Twitter. Based on the topic searched, TwiSent ctildweets | €Y Use hashtags in tweets to create trainingataldmplement
pertaining to it and categorizes them into theedéht polarity =~ & Multi-class classifier with topic-dependent aust [2] proposes
classespositive, negativeand objective However, analyzing &N @pproach to sentiment analysis in Twitter ugiGxs-tagged n-
micro-blog posts have many inherent challenges eoetpto the gram featurgs .and. some Twitter speuﬂq featuries hasht_ags.
other text genres. ThrougiwiSent we address the problems of 1) Our system is inspired fro@-Feel-IT, a Twitter based sentiment

Spamspertaining to sentiment analysis in Twift&) Structural analysis system [3]. HoweveFwiSentis an enhanced version of
anomalies in the textin the form of incorrect spellings their rule based system with specialized moduldadkle Twitter
nonstandard abbreviations, slaregs, 3) Entity specificityin the spam, text normalization and entity specific seatitmanalysis.

context of the topic searched andMagmaticsembedded in text.  There has not been much work in the area of testhalization in
The system performance is evaluated on manuallgtated gold the social media, although some work has been ithotte related
standard data and on an automatically annotatedttset based  area of sms-es [5]. We follow the approach of 63l attempt to
on hashtags It is a common practise to show the efficacy of a infuse linguistic rules within the minimum edit tiiace [7]. We
supervised system on an automatically annotatedaseat  adopt this simpler approach due to lack of publiakailable
However, we show that such a system achieves lesserparallel corpora for text normalization in Twitter.

classification accurcy when tested on generic éwittataset. We
also show that our system performs much better #mexisting
system.

Unlike in Twitter, there has been quite a few wodts general
entity specific sentiment analysis. Many approadiees tried to
leverage dependency parsing in entity-specific 8A.exploits
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Entity Specific Twitter Sentiment expressions about various features to extract tp&ian
expression about a target feature. We use depengbamsing for
1. INTRODUCTION entity specific SA as it captures long distancatiehs, syntactic

Social media sites, like Twitter, generate volumisi@mounts of discontinuity and variable word order.
data which can be leveraged to create applicatibas have a
social and an economic value. In this paper, wegqmea hybrid
system,TwiSent to analyze the sentiment of tweets based on the
topic searched in Twitter. Even though Twitter gates a large
amount of data, a text limit of 140 characterstperet makes it a
noisy medium for text analysis tasks. Compared tteerotext

genres like News, Blogstc, it has a poor syntactic and semantic 3. SYSTEM ARCHITECTURE

?t:‘ufg&:" F.?L fﬁ:rtggﬁ]’ (\:(c’)glsllgfe: mzr-fg”;wg?ég?ﬁzg dHniI(I)?e In this section, we give an overview of the complsystem and
u ywl ) iarious: define the functionality of each modulEigure 1 presents the

black homies....". Apart from the_ irregular syntax, the following architecture of the system.
sentence has other problems ligkangs, ellipses, nonstandard
Spa Spell-
=[x = sy

Twitter like promotional tweets, bot-generatedtweets, random

links to other websitestc. In this paper, we tackle the following

[1] provides one of the first studies on sentimanalysis on the search string, we retrieve the latest 200 svieeEnglish. The
micro-blogging websites. [2] and [4] both cite nodata as one of

The works [1][12][13] evaluate their system on #adat crawled
and auto-annotated based emoticonswhile [14] annotate the
crawled data based dmashtags We show, in this work, that a
good performance on such a dataset does not eassmailar
performance in a general setting.

Tweet
Fetcher

Tweets

Opinion

vocabulary etc.A direct analysis of such noisy text using
Polarity ‘ Handle l Extract
Detector ]- Pra_;::mncs - Dependency
problems which are exclusive to a micro-blog gdike Twitter

commonly applied Natural Language Processing (Nk®)ls
would be futile, as it may not give the desiredutiss Further, the
problem is compounded by the increasing numbespaimsin
for assessing the sentiment contenwitter based spam, Spell Figure 1. TwiSent Architecture Diagram
checker for noisy text, Entity detection andPragmatics. .
3.1 Tweet Fetcher and Polarity Detector
2. RELATED WORK A Twitter APl is used to obtain live feeds from Tier. Based on




tweets are in XML format which needs to be parsedxtract the
tweet bodies. The tweet polarity is determined bynajority
voting of four sentiment lexicons, following thepapach in [3],
namely,SentiWordNet, Subjectivity, InquirandTaboada

3.2 Spam Filter

The Spam is the use of electronic messaging systensend
unsolicited bulk messages indiscriminately. [9]nitiiées three
types of spamUntruthful opinions reviews on brandsnly and
non-reviews. However, we provide a more detailedgmization

of Twitter spams as:Re-tweets, Promotional tweets, Tweet
containing links, Tweets in foreign language orihgvncomplete
text, Bot-generated tweets, Tweets with excessifdopmc
keywords or hashtagadMultiple tweets with same template

The list is not exhaustive as new categories ofmspare
generated regularly. Thus, adaptation of the algarito these
new instances of spam requires human supervisian.aopt a
partially supervised approach to alleviate thishfem. In this
setting, we have labeled training examples of arg category
namely, thenon-spamclass and a mixed set of unlabeled
examples containingpamsas well asnon-spamsA classifier is
trained on these sets, which tries to identify tba-spam tweets
out of the mixed bag. The approach discussed Wdégorithm 1)
uses Naive Bayesian text classification to implerrempartially
supervised learning based Brpectation MaximizatiofiL0].

Input: Build an initial naive bayes classifier NB, using the|
tweet setd andP

1: Loop while classifier parameters change

2. for each twedf e M do

3:  Compute Pr{dt], Pr[c, |t] using the current NB
/lg - non-spam class ; € spam class
4. Prlglt]=1-Prlg [t]
5.  Update Prif|c,] and Pr[g] given the probabilistically

assigned class for al(Pr[c|t]). //f denotes the feature set
(a new NB-C is being built in the process)

Algorithm 1. Spam Filter Algorithm
The following set of features is used in the spéter fmodule:

1. Number of Words / Tweet| 8. Freq. of First POS Tag

2. Average Word Length 9. Freq. of Foreign Words

3. Freq. of “?” and “I” 10. Validity of First Word

4. Numeral Character Freq. | 11. Presence / Absence of links
5. Frequency of hashtags 12. Freq. of POS Tags

6. Frequency of @users 13. Character Elongation

7. Extent of Capitalization 14. Frequency of Slang Words

Table 1. Spam Filter Features

The algorithm begins with assigning all the sampfethe non-
spam classP as non-spam, and all the samples in the mixed
unlabeled setM as spam. In the first iteration, all the feature
values are calculated using the above set of femturhe class
probabilities are calculated considering individfesture weights
leading to probabilities for each tweet to be ithai class. All the
tweets in the mixed séfl, which are more probable to be in the
non-spam clasthan inspam classare reassigned to the §etA
tweet is reassigned from the spam category to drtbeothree
classesgositive, negative and objectjvior which the probability

is highest, if the difference between the probgbfior this class

and the spam class is greater than a thresholdal§bethm halts
when there is no further reassignment to any atatgory.

3.3 Spell Checker and Text Nor malization
Multiple spell-checkers are available today, buéythare not
effective in handling noisy text present in theigbenedia. We
give an overview of some of the most prevalent ebibtions and
noisy text in Twitter. The list is compiled fromethagged tweets
for this work and from [11]1. Dropping of Vowels- Example:
btfl (beautiful), lvng (loving).2. Vowel Exchange - Exchange
between pairwise vowels due to phonetic similarBxample:
good vs. gud (o,u)3. Mis-spelt words - Exampleredicule
(ridicule), magnificant (magnificent)4. Text Compression-
Example: shok (shock), terorism (terrorism)5. Phonetic
Transformation - Examplene8r (better), gud (good), fy9 (fine),
gr8 (great) 6. Normalization and Pragmatics - Example:
hapyyyyyy (happy), guuuuud (goodj. Segmentation with
Punctuation - Examplebeautiful, (beautiful) 8. Segmentation
with Compound Words - Exampléreathtaking (breath-taking),
eyecatching (eye-catching), good-looking (good ilogk 9.
Hashtags - Example: #notevenkidding, #worthawatch10.
Combination of all- Example:#awsummm (awesome), gr88888
(great), amzng,btfl (amazing, beautiful)

We implement aminimum edit distance based spell checter
resolve all thédentified errors

Input: For string s, letS be the set of words in the lexican
starting with the initial letter of.
/* Module Spell Checker */
for each wordv € Sdo
w'=vowel_droppedf)
s'=normalizeg§)
[*diff(s,w) gives difference of length between d ari/
if diff(s’, w’) < offsetthen
scorepy]=min(edit_distancef,w),edit_distance{,w’),
edit_distance( , w))
else
scorejv]l=max_centinel
end if
end for
Sort score of eacl in the Lexicon and retain the top m
entries in suggestiors)(for the original string
for eacht in suggestionsjf do
ediy=edit_distance{ , 9
[*t.replace(charl,char2) replaces all occurrencdscharl
in the string t with char2*/
edit=edit_distance(t.replace(, 8, s’)
edit=edit_distance(t.replace( g, s’)
edit=edit_distance(t.replace( u), s’)
edit=edit_distance(t.replace( 0, s’)
edit=edit_distance(t.replade(e), s’)
edit=edit_distance(t.replace(i), s’)
count=overlapping_characterst)
min_edit= min(editedit, edit,edi, edit,edit, edit)
if (min_edit ==0 or scorg[] == 0) then
adv=-2/* for exact match assign advantage score */
else
adv=0
end if
final_score[t]=min_edit+adv+scorg[-count;
end for
returnt with minimum final_score;
Algorithm 2. Spell Checker Algorithm




3.4 Handling Pragmatics

Pragmatics is a subfield of linguistics which sasdihow the
transmission of meaning depends not only on thegulstic
knowledge €.g. grammar, lexiconetc) of the speaker and
listener, but also on the context of the utterakoewledge about
the status of those involved, the inferred interthe speakeetc.
We identified the different forms of pragmatics Tiwitter as:
1. Happiness, joy or excitement is often expressesldngating a
word, repeating alphabets multiple times Example:
happppyyyyyy goooooood 2. Use of Hashtags- Example:
#overrated, #worthawatch3. Use of Emoticonss common in
social media and micro-blogging sites where thesusspress
their sentiment in the form of accepted symbolsarggle: ©
(happy) ® (sad) 4. Happiness, joy, sorrow, hatred, enthusiasm,
excitement, bewilderment etc. are also commonlyesspd by
capitalizationwhere words are written in capital letters to esgr
intensity of user sentimentBull Caps- Example:l HATED that
movie. Partial Caps Example:She is a Loving monAll these
forms are given more weightage than other commonbturring
words by repeating them twice.

3.5 Entity Specificity

A tweetmay have multiple entities and the user may espees
different opinion expression regarding each erttigre. Thus, it
is of utmost importance to extract the specificném expression
relating to a particular entity. Consider the twe€the film
bombed at the box office although the actors pu& upasonable
performance”.Here the sentiment of the tweet with respediito

is negative whereas that with respect todb®rsis positive. [8]
proposes aDependency Parsindgpased method to capture the
association between any specific feature and thpeesgions of
opinion that come together to describe that featufae
underlying hypothesis is thakore closely related words come
together to express an opinion about a feature.

Consider a sentencgand 2 consecutive wordg;, w;,; € S. If
w;, Wiy & StopWords_List, then they are directly related. This
helps to capture short range dependencies Let
Dependency_Relatiorbe the list of significant dependency
parsing relations (likeasubj, dobj, advmod, amod @tcAny 2
wordsw; andw; in S are directly relatedf 3D; s.t Dy(w;,w;) €
Dependency_Relation. Through thislong range dependencies
are captured. The direct neighbor and dependeratiores are
combined to form the masteelation setR. Given a sentenc§,
let W be the set of all words in the sentence. A GraplY, E) is
constructed such that any;, w; € W are directly connected by
ex €E, if 3R;s.t Ri(w;,w;) €R. All the Nounsin the given
tweet are extracted by a POS-Tagger which fornfeatire seF.
Let f; € F be the target featuriee. the feature with respect to
which we want to evaluate the sentiment of theeserg.

Let there be'n’ features wheran is the dimension of. We
initialize ‘n’ clustersC;, corresponding to each featyfee F s.t.

f, is the clusterhead df;,. We assign each word; € S to the
cluster whose clusterhead is closest to it. Thiadée is measured
in terms of the number of edges in the shortedt, painnecting
any word and a clusterhead. Any 2 clusters aregeceif the
distance between their clusterheads is less thare gbreshold.
Finally, the set of words in the clust€, corresponding to the
target featuré, gives the opinion abodt

4. EXPERIMENTAL EVALUATION

Twitter was crawled using Tweet Fetcher module 85@7 tweets

(Dataset )} were collected based on a total of around 2000

different entities from over 20 different domairiEhese were
manually annotated by 4 annotators into four ckspesitive,
negative, objective-not-spam and objective-spdihe Twitter
API was used to collect another set of 15,214 tsv@@ataset 2
based orhashtagsHashtagstpositive, #joy, #excited, #happy etc
were used to collect tweets bearing positive sestitimwhereas
hashtags like #negative, #sad, #depressed, #gloomy,
#disappointed etavere used to collect negative sentiment tweets.

The crawled tweets were pre-processed before tham sjttering
phaseAll the links (urls) in the tweets were replaced‘#ink”.

All the user id's in the tweets were replaced bys#™”. A
dictionary [15] was used to map the standard aliiens and
slangs to their proper words in the lexical resesardAn emoticon
dictionary was used to map each emoticopdsitiveor negative
class. The following negation operators lik@ never, not, neither
and nor were used and the polarity of all words in thenfard
context window offive from the occurrence of any of these
operators were reversed.

We compare our system performance on both the etatésC-
Feel-lt [3], which is a rule-based system, using a weighte
polarity scoring based on four sentiment lexicdil€ ours. C-
Feel-It has the samBweet FetcheandPolarity Detectormodule
as TwiSent, but lacks the remaining modules.

Manually Annotated Dataset
#Positive| #Negative| #Objective| #Objective| Total
Not Spam Spam
2548 1209 2757 1993 8507
Automatically Annotated Dataset
#Positive #Negative Total
7348 7866 15214

Table 2. Dataset Statistics

Spam Filter module is evaluated Dataset las an independent
module. It achieved an accuracy @1.50% for a four-class
classification pos, neg, obj-not-spam and obj-spaas opposed
to 54.45% for two-class @bj- spanvs.resi) classification.

For the overall system, we perform a 2-class an8-dass
classification using TwiSent. In the 2-class clfsaiion, we
consider onlypositive and negativeweets. In the 3-class setting,
we considerpositive, negativeand all objective tweets as one
separate classlables 3and 4 show the accuracy comparison
betweenTwiSentand C-Feel-It in Datasets land 2, under a 2-
class and a 3-class classification setting. Abtatiests (refer to
Table § are performed by removing one module at a timg an
noting the resulting accuracy of the remaining esyst This is
done to find the sensitivity of each module. Theests are
performed under th@-class classification settingsing lexicon
based classification. A/B significance test [16]swdone and the
confidence with which the accuracy changes weregged to be
statistically significant is shown ifiable 5

Classification | C-Feel-It Accuracy | TwiSent Accuracy
2-class 52.58% 66.69%
3-class 47.23% 56.17%
Table 3. C-Feel-It and TwiSent Comparison using Dataset 1
System Positive Negative | Overall
(2-Class) Precision Precision | Accuracy
C-Fee-lIt 69.0¢ 48.2 58.2¢
TwiSent 88.06 88.97 88.53

Table 4: C-Feel-It and TwiSent Comparison using Dataset 2



M odule Removed Accuracy Statistical Sig. Conf.

Entity-Specificity 65.1¢ 95%
Spell-Checker 64.2 99%
Pragmatics Handler 63.51 99%

Complete System 66.69 -
Table 5. Ablation Test Results Removing One Module at aelim

5. DISCUSSIONS
5.1 Overall Accuracy

Given a mixed bag of spam and non-spam tweets,Siem
Filter's performance improved in a 4-class setting witroeerall
precision of71.50%as opposed t64.45%in case of a 2-class
classification. This is because merging positivegative and
objective classes into a single class is undesrablthe 3 classes
are unique and have different properties altogetfaviSent
achieved a much better accuracy over the basejistera under
all the settings. In the 2-class setting the aagunaprovement is
over 14% whereas in the 3-class setting, it894% TwiSent
achieves a higher negative precision improvemean thositive
precision improvement (refer tbable 4 over C-Feel-It, which
indicates it can capture negative sentiment stsongupervised
system accuracy suffers due to sparse feature spaeeto
inherent text limit of tweets.

5.2 Ablation Test

The accuracy changes after removing the Entity iBpenodule,
Spell-Checker and Pragmatics Handler stegistically significant
at 95%, 99% and 99% confidenoespectively. The Ablation test
shows that removing the Pragmatics Handler decsgagesystem
accuracy most. This indicates that Pragmatism v@rg strong
feature in the Social Media, but not much work haen done on
it. The Spell-Checker also proved to be an impartaodule
owing to the tendency of people to mix and matartgimings and
abbreviations which cannot be captured in standexitons.
Hence, without this module, any lexicon-based syst@uld miss
out on many important cue words. The entity-specifiodule,
though important conceptuallgo not contribute greatly because
of lack of context due to very short length of ttgeevhere people
express opinions directly to the point unlike imiesvs or blogs.
The accuracy also gets affected due to the incodegendency
relations given by the parser due to noisy texs{spelt words).

5.3 Effect of Artificial Training Data

There has been a lot of work in Twitter that cdlldata based on
specific features likdashtagq1], [12], [13], emoticong14] etc.
and auto-annotate the tweets based on these feafdtbough
these systems achieve a very high accuracy, theginebiased
towards these special features. In this work, wewsl that
although a system may work very well on a datasset) on a
specialized feature set with hashtad@ataset 2, it does not
necessarily work well in a general settifgataset ). This is
evident in the performance of TwiSentataset 2(created based
on hashtagywhere it attains a high accuracy8®.53%compared
to the overall accuracy 066.69% in Dataset 1 (manually
annotated general purpose data). This shows thasphcialized
set of features used to crawl the data actuallye giway the
sentimengexplicitly, unlike in the general dataset which may have
latent sentiment based out sércasm, jokes, teaseend other
implicit sentiment, which is quite difficult to detect.

6. Conclusionsand Future Work
In this paper, we introduced a Twitter based sestimanalysis
system, TwiSent It is a multistage system with specialized

modules to tackle the nuances of micro-bloggingregnOur
results suggest that we outperform a similar Twitbased
sentiment application b$4% One of the major contributions of
our work is in introducing Twitter based spamshe tontext of
sentiment analysis. OwBpam Filterperforms well not only as a
part of the system but also as a stand-alone apiglic TheSpell-
Checkermodule helps in handling theoisy text whereas the
Pragmatics Handlercan loosely capture the pragmatics in text
which assists in improving the classification pemiance. The
Entity-Specificmodule helps in capturing sentiment pertaining to
the search entity. A more sophisticated approachSpell-
Checker, in presence of a parallel corpora, andgrRatics
Handler may add to the system performance. Thessysannot
capture sarcasmor implicit sentimentdue to the usage of a
generic lexicon in the final stage for classifioati Overall, the
paper not only highlights the issues associatedh Wit micro-
blogs but also presents an effective system to lbamany of
them. We also show that a superlative system pegbce on an
auto-annotated dataset does not guarantee a sonic@mparable
performance on real-life micro-blog data.
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