YouCat : Weakly Supervised Youtube Video Categorization
System from Meta Data & User Comments
using WordNet & Wikipedia

Subhabrata MukherjégPushpak Bhattacharyya
"IBM India Research Lab
*Dept. of Computer Science and Engineering, [IT Baynb

subhabnmu@n. i bm com pb@se.iitb.ac.in
ABSTRACT

In this paper, we proposevaeakly supervisedystem,YouCaf for categorizing Youtube videos
into different genres lik€omedy, Horror, Romance, Spoasd TechnologyThe system takes a
Youtube video urds input and gives it a belongingness score fon ganre. The key aspects of
this work can be summarized as: (1) Unlike otherrgedentification works, which ammostly
supervised, this system isostly unsupervisedequiringno labeled data for training(2) The
system can easily incorporate new genres withogtireg labeled data for the genres. (3
YouCat extracts information from thadeo title meta descriptiorand user comment$which
together form th@ideo descriptor. (4) It usedVikipediaandWordNetfor concept expansion. (5)
The proposed algorithm with a time complexity@{W|) (where (|W]) is the number of words in
the video descriptor) is efficient to be deployedweb for real-time video categorization.
Experimentations have been performed on real woolgtube videos where YouCat achieves a
F-score 0f80.9% without using any labeled training set, comparethe supervised, multiclass
SVM F-score 0f84.36% for single genre predictianYouCat performs better for multi-genre
prediction with an F-Score &0.48% Weak supervision in the system arises out ogage of
manually constructed WordNet and genre descrigiioa few root words.
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1 INTRODUCTION

In recent times there has been an explosion imtimber of online videos. With the gradually
increasing multimedia content, the task of effitiequery-based video retrieval has becom
important. The proper genre or category identifimaof the video is essential for this purpose
The automatic genre identification of videos ha®rbdraditionally posed as a supervise(
classification task of the features derived frora #udio, visual content and textual features
Whereas some works focus on classifying the videset on theneta data (textprovided by the
uploader (Cuiet al, 2010; Borthet al, 2009, Filippovaet al, 2011), other works attempt to
extract low-level features by analyzing tih@mes, signals, audietc. along with textual features
(Ekenelet al, 2010; Yanget al, 2007). There have been some recent advancesdrporating
new features for classification like the social teot comprising of theser connectivityZhang

et al, 2011; Yewet al, 2011),commentgFilippovaet al, 2011) interestetc.

All the above approaches pose the genre preditéisk as supervised classification requiring
large amount of training data. It has been argued # serious challengefor supervised
classification is the availability and requiremeftmanually labeled data (Filippow. al 2010;
Wu et. al 2010; Zanettet. al 2008). For example, consider a video with thecdp®or “It's the
NBA's All-Mask Tearf!! Unless there is a video in the training set WNBA in the video
descriptor labeled witlsport there is no way of associatibBA to Sport It is also not possible
to associatdNBA to Basketballand then tdSport As new genre-related concepflike new
sports, technologies, domain-dependent teete§ appear every day the training set shoul
expand incorporating all these new concepts, whietkes training very expensive. As the
number of categories or genres is increased the mauirement goes up compounded. Th
problem is enhanced by tm@isy andambiguougtext prevalent in the media due to glangs
acronyms etcThe very short textprovided by the user, fditle andvideo descriptionprovide
little context for classification (Wet al, 2012). The focus of this paper is to propose stesy
that requires no labeled data for training and lwareasily extended to identify new categories
The system can easily adapt to changing timesypocating world knowledge, to overcome the
labeled data shortage. It extracts all the featfrmas the video uploader provided meta-data lik
the video title description of the videas well as theiser commentsThe system incorporates
social content by analyzing the user comments ervitieo, which is essential as the meta-da
associated with a video is often absent or not aategenough to predict its categovyordNet
andWikipediaare used as world knowledge sourcesefqgrandingthe video descriptor since the
uploader provided text is frequently very shortaas the user comments. WordNet is used fc
knowing the meaning of an unknown word whereas [éi#lia is used for recognizing thamed
entities(which are mostly absent in the WordNet) lik¢B'A” in the given example. In this work,
we show how the textual features can be analyz#ld the help of WordNet and Wikipedia to
predict the video category without requiring anydied training set.

The only weak supervision in the system arisebttie usage of a root words list (~ 1-3 words
used to describe the genre, WordNet which is manaainotated and a simple setting of the
parameters of the model.



The paper is organized as follows: Section 2 gitiesrelated work and compares them with ou
approach. Section 3 discusses the unsupervisagddegttraction from various sources. Section

gives the algorithm for feature vector classifioatand genre identification. Section 5 discusse
the parameter settings for the model. The expetimhezvaluations are presented in Section

followed by discussions of the results in SectiorS&ction 8 concludes the paper with future
works and conclusions.

2 RELATED WORK

The video categorization works can be broadly digidinder 3 umbrellas: 1. Works that dea
with low level features by extracting features frdme video frames like the audio, video signals
colors, textureetc. 2. Works that deal with textual features like titke, tag, video description,
user commentstc. 3. Works that combine low-level features like thdeo frame information
with the high-level text features. In this sectiorg discuss only those works that include text &
one of the features. Our work is similar to tdzissification but for a different application.

Filippova et al. (2011) showed that a text-based classifier, tchioe imperfect predictions of
weakly supervised video content-based classifieosiperforms each of them taken
independently. They use features from the vidde, tilescription, user comments, uploade
assigned tags and use a maximum entropy modeldssification.

Wang et al. (2010) considers features from the text as welloaslevel video features, and
proposes a fusion framework in which these datacesuare combined with the small manually
labeled feature set independently. They use a @ondl Random Field (CRF) based fusior
strategy and a Tree-DRF for classification.

The content features are extracted from trainirntg @aCui et al. (2010)to enrich the text based
semantic kernels to yield content-enriched semdetinel which is used in the SVM classifier.

Borth et al. (2009) combines the results of different modaiti&e the uploader generated tag
and visual features which are combined using a ety sum fusion, where SVM’s are usec
with bag of words as features. These categoriesefireed further by deep-level clustering using
probabilistic latent semantic analysis.

Query expansion is performed in V8tial. (2012) by using contextual information from thebwe
like the related videos and user videos, in additm the textual features and use SVM in th
final phase for classification.

Some works have used user information like the Biogv history along with other textual
features. Zhangt al. (2006) develop a video categorization framewoik tombined multiple
classifiers based on normal text features as welisers’ querying history and clicking logs.
They used Naive Bayes with a mixture of multinosiidlaximum Entropy, and Support Vector
Machines for video categorization.

Most of the works are similar to Huareg al. (2010) which use different text features an
classifiers like the Naive Bayes, Decision Treas 8WM'’s for classification.



Yang et al (2007)propose a semantic modality that includes conbégtogram, visual word
vector model and visual word Latent Semantic Aral¢sSA); and a text modality that includes
titles, descriptions and tags of web videos. They various classifiers such as Support Vect
Machine(SVM), Gaussian Mixture Model(GMM) and Mand Ranking (MR) for classification.

Song et al (2009) developed an effective semantic featuracepto represent web videos
consisting of concepts with small semantic gap laighh distinguishing ability where Wikipedia
is used to diffuse the concept correlations in fpiace. They use SVM's with fixed number o
support vectors (n-ISVM) for classification.

All the above works build on supervised classifmat systems, requiring labeled data fol
training, mostly using the Support Vector Machinksthis paper, we propose a system the
requires no labeled data for training, which is gremary difference of our work with those
surveyed. Also, the usefulness of Wikipedia and et for concept expansion has not bee
probed much in earlier video categorization taskse a few. We use many of the ideas from tt
above works and integrate them into YouCat.

3 FEATURE CONSTRUCTION

Given a Youtube video urlthe objective is to assign scores to it whichresent its
belongingness to the different genres. The videwregeare categories likmance, comedy,
horror, sportsandtechnology The genre names are pre-defined in the systeng alith a small
set ofroot wordsfor each genre. The root words act like a dedonptf the genre. For example,
funnyandlaughact as the key characteristics of temedygenre. This allowsewgenres to be
easily defined in the system in terms of the roords as well as to have a fine distinctior
between the genres.

A seed listof words isautomaticallycreated for each genre by searchinfpesaurususing the
roots words for that genre. @oncept listis created for each genre wittlevant worddrom the
WordNetand named entitiesn Wikipedia, with the help of the seed list of the correspogdin
genre. Given a video descriptor consisting ofuideo title themeta-description of the videand
the user commentsthe seed list and the concept list for each gemee used for finding
appropriate matches in thedeo descriptoto predict appropriate tags or categories forvileo
using the scores.

3.1 Data Pre-Processing

3.1.1 Seed List Creation using Root Words

A set of tags is pre-defined in the system alonth wiset of 1-3oot wordsfor each tag. Aeed
list of words is created for each genréeffned in the systgmwhich captures the key
characteristics of that category. For Exampleyé”, “hug”, “cuddle” etc. are the characteristics
of the Romancegenre.Root wordsof the genreare taken and all their synonyms are retrieve
from a thesaurushe root words list and the genre names are pr@ddfin the systenTable 1
shows the root-words list for tHive genres used in this work. An automatic breadtt-Bearch
is done on the thesaurus based on the root wordsgrieve only the most relevant synonyms o



associated concepts. For example, the viianaghis taken for its genr€omedyand all its first
level synonyms are retrieved which are again réeeiss used to retrieve their level-one
synonyms till a certain depth. A thesaurus is Usedhis purpose which gives every day word:
and slangs. In our work, the following thesadmegrieves the wordsofl, roflmao, loletc. when
the wordLaughis looked up from th€omedygenre. Asnapshobf the seed lists with number of
words in the lists is shown ifiable 2

The set of root words can helpfine genre distinctioras the seed list will have ongsociated
concepts. For example if thEransportgenre is sub-categorized inRoad and Railways, the
corresponding root words {car, road, highway, autof {train, rail, overhead wire, electricity,
station} will distinguish between the two.

Input: Youtube Video URL

System Defined ROOt-WOrdsags, WordNet Wikipedia \
Tag, Tag, Tag, Root-Wordsag,

{

Word :Synset Vector
t
Gloss of T Sense Named Entity : Wiki Definitiol

Description,
User Commentg l ‘
[ Seed-Listag:, Seed- Concept-Listags, Concept-Listygo,. ..

Listragz,. SeEd'Llsiagn] ‘ Conceg-Listragr

\ Tag Prediction I /

Output: Tag, Tag,... Tag

Title, Meta

Thesaurus

Fig. 1. System Block Diagram

Comedy comedy, funny, laugh

Horror horror, fear, scary
Romance | romance, romantic
Sport sport, sports

Technology| tech, technology, sciencge

Table 1.Root Words for Each Genre

! www.urbandictionary.com/thesaurus.php



Comedy (25) | funny, humor, hilarious, joke, comedy, roflmao, dau lol, rofl,
roflmao, joke, giggle, haha, prank

Horror (37) horror, curse, ghost, scary, zombie, terror, fehnck, evil, devil,
creepy, monster, hell, blood, dead, demon

love, romantic, dating, kiss, relationships, hehrtg, sex, cuddle,
snug, smooch, crush, making out

football, game, soccer, basketball, cheerleadipgrts, baseball
FIFA, swimming, chess, cricket, shot

internet, computers, apple, iPhone, phone, pcppapiac, iPad
online, google, mac, laptop, XBOX, Yahoo

Romance (21)
Sports (35)

Tech (42)

Table 2. Snapshot of Seed List for Each Genre

3.1.2 Concept Hashing

Each word (used as key for hashing) in the WordNet, that is not presenainy seed list, is
hashed with the set of all its synsets and thesghbdts first sense.

A synset is a set of synonyms that collectivelyadibiguate each other and give a unique sen
to the set. For example, the watdnk has the synsets d{ink, dunk shot, stuff shatunk dip,
souse, plunge, dousdunk dunk, dig. Here the first synsetdunk, dunk shot, stuff shdtas the
sense of a basketball shot. The meaning of a sysseearer with its gloss. A gldsis the
definition or example sentences for a synset wipigtirays the context in which the synset o
sense of the word can be used. For example, tlss gliothe synsetdunk, dunk shot, stuff shot
is {a basketball shot in which the basketball is prégzetlownward into the basket

Technically, we should have taken only the wordthisynset of its most appropriate sense. B
we do not perform word sense disambiguattonfind out the proper synset of the word. Takin
only the first sense provides fewer contexts witliessifying the feature vector, and so the
information from all the senses of a given wordised. The gloss of the first sense is frequent
used, as in many cases the first sense is theséese of a word (Macdonalet al, 2007).

Wikipedia is necessary faramed entityecognition since the WordNet does not contain most c
these entries. All themamed entitiesin Wikipedia with thetop 2 line definitionin their
corresponding Wiki articles are stored in a hadbtdior examplelNBAis stored in the hashtable
with its definition from the Wikipedia article agie National Basketball Association (NBA) is
the pre-eminent men's professional basketball leaguNorth America. It consists of thirty
franchised member clubs, of which twenty-nine aeated in the United States and one ir
Canada}.

Most of the named entities in practice are not tants likeMichael Jordon If the unigrams in
this named entity are expanded separately, a diftesense for each would be retrieved. This
not desirable. In this work, we use a simple h&gesmethod based ocapitalization of the

2 http://en.wikipedia.org/wiki/WordNet
3 http://en.wikipedia.org/wiki/Word-sense_disambiguation



letters to identify the named entities. Any seq@eotconsecutive words such that each of the
starts with a capital letter, and the sequence dwmesstart or end with angtop Wordis
considered a named entity. Stop Words are allow#dmthis sequence, provided the number o
such Stop Words between any two consecutive wardisss than or equal to two. Thus name
entities likeUnited States of America, Lord of the Rings, BaBearigaletc. are recognized. This
method captures a lot of false positives. One sx@mple can be the usage of capitalization |
the social media in the form of pragmatics to egprine intensity of emotions (Examplgust
LOVED that movie However, false positives are not a concern ingase as such entrigs,
valid, will only add to the concept lists. The nameditgris considered as a single token an
treated just like the unigrams.

3.2 Concept List Creation

Let w be any given word and its expanded form given byrdMet et of all its synsetand the
gloss of its first senyeor Wikipedia fop 2 line definitioh be denoted bw'. Letw’; be the §
word in the expanded word vector. Leted, and root, be the seed list and root words list
respectively, corresponding to tkE genre. The genre of is given by

genre w) = argmaxi Z . 1 wr j€seedy, W1 jET00L
J
..Equation 1

Here,1 is an indicator function which returns 1 if a pautar word is present in the seed list ol
root words list corresponding to a specific germd @ otherwise. In the given example, with the
pre-defined 5 genre§@ble J), dunkandbasketballboth will be classified to th8portsgenre as
they have the maximum matcheshbdt”, “basketball”) from the seed list corresponding to the
Sportsgenre in their expanded concept vector.

Finally, a concept listis created for each genre containigsociatedwords in the WordNet
(ignoring those in the seed lists) and named estiti the Wikipedia.

3.3 Video Descriptor Extraction

Given a video url, theideo title themeta descriptiorof the video and all theser commentsn
the video from Youtube are retrieved sfopworddist is used to remove words likg are, been

etc. A lemmatizer is used to reduce each word to iseldarm or lemma. Thuplay”, “played,
“plays, “playing’ are reduced to its lemmalay’.

Consider the sentence in a video descriptdonyvas an awesome slam dunk in the NBA fibals
Michael Jordaf. None of the words here is present in any sesd Butdunk and NBA are
present in the concept list correspondin@portsgenre and thus the given sentence is associa
to Sports The associationSportsvia Basketball can also be captured by considering the nam
entity Michael Jordonin Wikipedia.



4 FEATURE VECTOR CLASSIFICATION

Let the video descriptdrconsist ofn words, in which th¢" word is denoted bword. Theroot
word list, seed listand theconcept listfor the k" genre are denoted byot,, seed, and
concept, respectively. The score gfbelonging to a particulagenre, is given by,

score(f € genrey; wy, wp, w3) = wy X Zj 1wordjerootk +w;, X Zj 1wordjeseedk +ws X
Zj 1wordjeconceptk
where w; <w, <w; ... Equation 2

Here,1 is an indicator function that returns 1 if a wasdoresent in the root words list, seed lis
or concept list corresponding genre, and 0 otherwise. Weights,, w, and w; are assigned
to words present in the root words list, seeddistl the concept list respectively. The weigh
assigned to any root word is maximum as it has Ispecified as a part of the genre descriptio
manually. Lesser weightage is given to the wordshim seed list as they are automaticall
extracted using a thesaurus. The weight assignedricept list is the least to reduce the effect «
topic drift during concept expansion (Mannieg al, 2008). The topic drift occurs due to the
enlarged context window, during concept expansidnch may result in a match from the see
list of some other genre than the one it actuadlpigs to.

The score of a video belonging to a particular gesy

score(video € genrey;py, P2, P3) = p1 X score(fTe € genre,) +
D, X score(fMetabata ¢ genre, ) + p; X score(fCOMMEnNts € genre,,)
... Equation 3

Herep,, p,, p; denote the weight of the feature belonging to title, meta data (meta
description of the vide@nduser commentsespectively wherg; > p, > p;. This is to assign
more importance to the title, then to the meta dathfinally to the user comments. The genre 1
which the video belongs is given by,

videogenre = argmax score(video € genrey)
... Equation 4

This assigns the highest scoring genre as theediesategory for the video. However, most of th
popular videos in Youtube can be attributed to mbas onegenre Thus to allow multiple tags
to be assigned to a video, a thesholding is dodetaprediction is modified as:

videogenre = k, if score(video € genrey,) = 6

1
where 6 = % Z score(video € genrey)
k

.. Equation 5

If the score of the video for any genre is grettian the average score of all the genres, then it
assigned as a possible tag for the video. In chsegenre scores for the 5 categories ai
something like 400, 200, 100, 50, }@vith avg=152 then the first 2 genres are chosen. If any c
the genre score is very high compared to the gthtiegsaverage will rise decreasing the chance
other genres being choseAlgorithm 1describes the genre identification steps in short.



Pre-processing:
1. Define GenreandRoot Words List for each genre

2. Create a Seed list for each genre by breadth-fiestrch in a Thesaurus,
using root words in the genre or the genre name

3. Create a Concept List for each genre using allweds in WordNet (nog
present in Seed Lists) and Named Entities in Wik#esing Equation 1

Input: Youtube Video Url

1. Extract Title, Meta Description of the video andesComments from
Youtube to form the video descriptor

2. Lemmatize all the words in the descriptor remo\stap word.
3. Use Equations 2-4 for genre identification of tlieeg video
Output: Genre Tags

Algorithm 1. Genre Identification of a Youtube Video
5 PARAMETER SETTING

The upweighting of document zones by giving moréghiage to some portions of the text thar
others is common in automatic text summarizatiod erfformation retrieval (Manningt al,
2008). A common strategy is to use extra weightwWords appearing in certain portions of the
text like the title and use them as separate feastu@ven if they are present in some other portic
of the text (Giuliancet al, 2011). As a rule-of-thumb the weights can beasantegral multiples,
preferably prime, to reduce the possibility of t{btanninget al, 2008).

We follow this line of thought in our work and upigkt certain portions of the text like thide,
meta data user commentseparately. We also assign different weight todsdoelonging to
different lists according to importance.

There are 6 parameters for the model we usgedw,, ws, p;, P, p3. The parameters can be
best trained if some label information is availabléowever, in the absence of any labe
information, we adopt a simple approach to paransting as mentioned above. We took th
first set of integers, satisfying all the consttsiim Equations 2 and ,3and assigned them to the 6
parametersw; =3, w, =2,w;=1,p;, =3, p, =2, p; = 1.

Semi-Supervised Learning of Parameters

This workdoes notevaluate this dimension for parameter learninggesiour objective has been
to develop a system that requires no labeling m&dion. However, if some category informatior
is available, a robust learning of parameters ssitde.

Equation 1 and Zan be re-written as:

ositio Siti ositio Siti
score(fP7°" € genrey; wy, wy, wy) = wy X XPpHOT 4wy X XDUSEOT 4 gy x xTRSHEOT

. . _ _ position
score (vldeok € genrey; p1, P2, p3) - Yk_ Zposition pposition Zj Wj X Xj,k



= Zl’ Z} WLIJX]L (Where Wl',]' =p; X W])
! ! ! T
or,Y, = W.X, (where W = [wi; wi, .wis], ., Xp = [X1e X3k X3idino
or,Y =wT.x

This is a linear regression problem which can Beesbby the ordinary least squatesethod by
minimizing the sum of the squared residuals i.e.gtim of the squares of the difference betwee
the observed and the predicted values (Bisabjl, 2006). The solution foW is given by
W=X'X)"xTy

A regularizer can be added to protect against €ittarg and the solution can be modified as
W = XTX +61)"'X"Y where § is a parameter and I is the identity matrix.

6 EVALUATION

6.1 Data Collection

The following 5 genres are used for evaluati@omedy, Horror, Sports, Romance anc
Technology12,837 videos are crawled from the Youtube follayva similar approach like (Cu
et al, 2010; Wuet al, 2012; Songet al, 2009). Youtube has 15 pre-defined categories lik
Romance, Music, Sports, People, Cometly These videos are automatically categorized |
Youtube based on the user-provided tags while aiihgathe video and the video description
We crawl the videos directly from those categoriesg the Youtube APITable 3shows the
number of videos from each genre.

Comedy| Horror| Sportsy Roman¢e Tech Total
2682 2802 2577 2477 2299 12837

Table 3: Number of Videos in Each Genre

Only the £'page of user comments is taken with comment lelegththan 150 characters. Shor
length comments are chosen as they are typicalthgopoint, whereas long length comment
often stray off the topic. The user comments arenatized by removing all the punctuations anc
reducing words like loveee&to “love’. The number of user comments varied from 0 to 800
different videos.Table 4shows the average number of user comments fovitle®ms in each
genre.

Comedy| Horror | Sports| Romance Tech
226 186 118 233 245

Table 4: Average User Comments for Each Genre

The first integer values satisfying the constraintthe equations are taken as parameter value
which are setasy; =3, w, =2,w; =1, p; =3, p, =2, p; = 1.

4 http://en.wikipedia.org/wiki/Ordinary_least_squares



6.2 Baseline System

All the words in the video descriptor consistingtiod title, meta-description of the video and th
user comments are taken as features for the SVNUuKi-Class Support Vector Machines
Classifief with various features, like combination of unigsaemd bigrams, incorporating part-
of-speech (POS) information, removing stop wordsngl lemmatizatioretc, is taken as the
baseline.Table 5shows the baseline system accuracy with varioatufes. Alinear kernelis
used with10-fold cross validation. SVM with lemmatized unigrams digrams as features,
ignoring stop words, gave the maximum accurac§4o86%

SVM Features Fi-
Score(%)
All Unigrams 82.5116
Unigrams+Without stop words 83.5131
Unigrams+ Without stop words +Lemmatization 83.8131

Unigrams+Without stop words +Lemmatization+ PO§sTa 83.8213

Top Unigrams+Without stop words +Lemmatization+P2gs | 84.0524
All Bigrams 74.2681
Unigrams+Bigrams+Without stop words+Lemmatization 81.3606

Table 5: Multi-Class SVM Baseline with Different Features

6.3 YouCat Evaluation

Experiments are performed on the videgth and without user commeniss well aswith and
without concept expansipto find out their effectiveness in video categation. The system
does not tag every video. It will not tag a vidédt does not find a clue in the video descriptol
that is present in the seed list or the concepfiles the scores are akrg; or when there are ties
with scores for multiple genres being equal. Thecysion, recall and;fscore for each genre are
defined as:

number of videos correctly tagged
f ytagged oo

recision =
p number of videos tagged

number of video correctly tagged
recall = - - x 100
number of videos present in the genre

2 * precision * recall

score =
h precision + recall
Graph 1shows the incrementdj-scoreimprovement for each of the genres with and withot
concept expansioas well as with and without incorporatinger commentdt also shows the
genre-wise fscore improvement for multi-genre prediction model

5 http://www.csie.ntu.edu.tw/~cjlin/libsvm/



The prediction is taken to be correct if the orédiy labeled tag is one of the predicted tags in
multi-genre prediction model. It may seem thatlkeformance improvement for multiple genre
identification, in our case, is trivial to achieas the system can achieve 100% accuracy |
simply assigning all the given genres to a videbisTis because the prediction is taken to b
correct ifany of the predicted tags matches with the labeledTags an important performance

measurement parameter is thember of predicted
average number of predicted tags for each videaah

tagkr each video.Table 6 shows the
genre, with and without user comments.

B SGP: Without User
Comments and Without

Romance Horror

Comedy

Sports

WordNet & Wikipedia
W SGP: Without User
Comments and With
WordNet & Wikipedia
B SGP: With User
Comments and Without
Wikipedia & WordNet
B SGP: With User
Comments and With
Wikipedia & WordNet
B MGP: Without User
Comments and With
WordNet & Wikipedia

Tech

SGP: Single Genre Prediction, MGP

: Multiple Genrediction

Graph 1: Genre-wise;Fscore Improvement for Different Models

Genre Average Tags/Video Average Tags/Video
Without User Comments | with User Comments
Romance 1.45 1.55
Comedy 1.67 1.80
Horror 1.38 1.87
Sports 1.36 1.40
Tech 1.29 1.40
Average 1.43 1.60

Table 6: Average Predicted Tags/Video in Each genre

Table 7shows the confusion matrix when single genre ptidi is done with User Comments,
Wikipedia & WordNet.Table 8shows average-score for the different models used.



Genre | RomanceComedy|Horror |Sports|Tech
Romance80.16 8.91 3.23 4.45| 3.64
Comedy| 3.13 77.08 | 347 | 9.03 7.29
Horror |10.03 9.34 75.78| 3.46| 1.38
Sports | 0.70 7.30 0 89.05 2.92
Tech 0.72 5.07 0.36 | 1.81| 92|03

Table 7: Confusion matrix for Single Genre Prediction

Model Average
F, Score
Multi-Class SVM Baseline: With User Comments 84360

Single Genre Prediction : Without User Comments +th@ut Wikipedia &| 68.76
WordNet

Single Genre Prediction : With User Comments + \(thWikipedia & WordNet | 74.95
Single Genre Prediction : Without User Comments ithWikipedia & WordNet | 71.984
Single Genre Prediction : With User Comments+ Wittkipedia &WordNet 80.9
Multi Genre Prediction : Without User Comments +WMXVikipedia & WordNet 84.952
Multi Genre Prediction : With User Comments + With Wikipedia & WordNet |91.48

Table 8: Average -Score of Different Models
7 EVALUATION

7.1 Multi-Class SVM Baseline

The SVM has been taken as the baseline as it redfta perform the best in text classificatior
and video categorization works. Ignoring stop wdrdthe feature vector improved the accurac
of SVM over the all-unigram feature space. Furthecuracy improvement is achieved by
lemmatization. This is because all the related namigfeatures likéaugh, laughed, laughing etc.

are considered as a single eriygh, which reduces the sparsity of the feature space.

The part-of-speech information further increasedueacy, as they help iorude word sense
disambiguation. Consider the wanduntwhich has a noun synset and glosslaufit, hangout,
resort, repair, stamping ground -- (a frequentlgited place). It also has 3 verb synsets where
the first verb sense idunt, stalk -- (follow stealthily or recur constBnand spontaneously to;
"her ex-boyfriend stalked her"; "the ghost of hesthrer haunted her}) Using POS information,
the word haunt will have two entries now correspogdto Noun_hauntand Verb_haunt
Although the second sense is related toHbheor genre, the first sense is not which can only b
differentiated using the POS tags.



Top unigrams help in pruning the feature space rangbving noise which helps in accuracy
improvement. Usingnly bigramshowever decreases the accuracy as many unrelatexigoe
captured which do not capture the domain charatiesi Using bigrams along with unigrams
gives the highest accuracy. This is because thiesntike Michael Jordoncan be used as
features as a whole, unlike in unigrams.

7.2 Overall Accuracy

Our system could not beat the multi-class SVM hasebf 84.36%in single genre prediction;
but it nevertheless achieved anstore 0f80.9% without using any labeled data for training.
The multiple genre prediction, however, beats theebne with91.48%f; score.

7.3 Effect of User Comments

The user comments often introduce noise througloffi®pic conversations, spams, abusgs
the slangs, abbreviations and pragmatics prevalerthe user posts make proper analysi
difficult. However, an improvement & percentage poirdnd9 percentage poirin the f score
for single genre prediction (without and with copteexpansion respectively) using the
comments, suggest that the greater context provigethe user comments provide more clue
about the genre to help in genre identificatione Torresponding improvement in the multiple
genre prediction using concept expansion is arqupercentage point

When concept expansion is not used, user commentslute a performance improvementsof
percentage poinin Romance,l percentage poinin Sports and a hug26 percentage poinn
Comedy. This suggests that the user informationtlindelps in identifying funny videos, as
well as romantic videos to some extent. Horror @glandergo mild performance degradation b
incorporating user comments. Using concept expansieer comments contribute an accurac
improvement of6 percentage poinin Romance, a hugg&0 percentage poinh Comedy and®
percentage poinin the other genres.

7.4 Effect of Concept Expansion

In the genre identification task, using a seedf@eeach genre runs the risk twipic drift. This
may occur as a concept may be identified to betorgn incorrect genre due to off-topic word:s
by considering a larger context. However, less higige is given to concept expansion than to
direct match in the seed list to alleviate thisk.ritn single genre prediction using concep
expansion, an;fscore improvement of Bercentage poinfwhen user comments are not used
and 6percentage poinfwhen user comments are used) show that Wikipadia\WordNet help
in identifying unknown concepts with the help ofital and world knowledge.

When user comments are not used, concept exparsitnbutes a performance improvement o
3 percentage poirin Romance4 percentage poirih Comedy, Sports andpercentage poinin
Tech. This suggests that the external knowledgecesuhelp in easy identification of new
technological concepts. Horror videos undergo nplerformance degradation. Using the
comments, concept expansion contributes an imprewewi8 percentage poirin Comedy and



9 percentage poinin Tech. Again, the performance improvement in €dynusing Wikipedia
can be attributed to the identification of the cepis likeRotfl, Lolz, Lmfacetc.

7.5 Average Number of Tags per Video in Multiple GenrePrediction

The number of predicted tags in multiple genre fifieation for each video, on an average, i
1.43and1.6 in the two cases (without and with user commenfkg)s suggests that mostly a
single tag and in certain cases bi-tags are assigmehe video. It is also observed that th
average number of tags per video increases whancosements are used. This is due to th
greater contextual information available from usgmments leading to genre overlap.

7.6 Confusion between Genres

The confusion matrix indicates that Romantic vidaos frequently tagged as Comedy. This i
often because many Romantic movies or videos hgh-thearted Comedy in them, which is
identifiable from the user comments. The Horroreas are frequently confused to be Comed:
as users frequently find them funny and not vergrgcBoth Sports and Tech videos are
sometimes tagged as Comedy. The bias towards Coroftely arises out of the off-topic
conversation between the users in the posts fraajakes, teasingetc. Overall, from the

precision figures, it seems Sports and Tech videe®asy to distinguish from remaining genres

7.7 Issues

Many named entities in the Youtube media, espgciailigrams, are ambiguous. Incorrec
concept definition retrieval from the Wikipediaising out of ambiguity may inject noise into the
system or can be ignored. For Example, a Sporepwdth the title Manchester rocKsrefers to
the Manchester United Football ClulBut Wikipedia returns a general article on tity of
Manchesteiin England. None of the words in its definitiontataes any word in seed word lists
and the entity is ignored.

Considering only WordNet synsets gives less cower@gnsidering the gloss information help:s
to some extent. For example, if the wogh6t is not present in the seed list f8ports then
“dunk cannot be associated to tBportsgenre. But this association can be properly captur
through the gloss of the WordNet first sense déirfk (- a basketball shot in which the
basketball is propelled downward into the bagketowever, it runs the risk of incorporating
noise. Consider the wogbodand the gloss of one of its synsededr, good, nea#- with or in a
close or intimate_relationsh}p Here the word good' is associated tdRomancedue to the
presence ofrélationshig, which is incorrect.

Uploader provided video meta-data is typically dnaald require concept expansion to extrac
useful information. User comments provide a lotirdbrmation but incorporate noise as well.
Auto-generated bot advertisements for productstapfic conversation between users, fake url:
mis-spelt words, different forms of slangs and ablations mar the accuracy. For example, a
important seed word for thRomancegenre will not be recognized ifdve’ is spelt as luv’,
which is common.



8 CONCLUSION

In this work, we propose a weakly supervised sys¥muCaf for predictingpossible genre tags
for a video using theideo title, meta descriptioand theuser comment&ikipediaandWordNet
are used for expanding the extracted conceptstexideue words from a genre-specific seed s
of words. The weak supervision arises out of thegaf a root words list (~ 1-3 words) used
describe the genre, usage of WordNet which is mnizgyged and the simple parameter settin
for the model. There are a number of parameterstwhave been simplistically set. Tuning the
parameters using labeled data may improve the acguAn accuracy 080.9%in single genre
prediction and1.48%in multiple genre prediction is obtained withoing any labeled data,
compared to the supervised multi-class SVM baselfri#.36%in single genre prediction. The
accuracy suffers due to the inherent noise in tbetiYbe media arising out of the user commen
and incorrect concept expansion due to ambiguitypré-processing filter that allows only
relevant user comments about the video and a WSaulaowill boost the performance of the
system. This work is significant as it does not asg manually labeled data for training and ca
be automatically extended for multiple genres waitinimal supervision. This work also exhibits
the usefulness of user information and concept sipa though WordNet and Wikipedia in
video categorization.
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