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Abstract

The interaction between a consumer and the
customer service representative greatly con-
tributes to the overall customer experience.
Therefore, to ensure customers’ comfort and
retention, it is important that customer service
agents and chatbots connect with users on so-
cial, cordial and empathetic planes. In the cur-
rent work, we automatically identify the sen-
timent of the user and transform the neutral
responses into polite responses conforming to
the sentiment and the conversational history.
Our technique is basically a reinforced multi-
task network- the primary task being ’polite
response generation’ and the secondary task
being ’sentiment analysis’- that uses a Trans-
former based encoder-decoder. We use sen-
timent annotated conversations from Twitter
as the training data. The detailed evaluation
shows that our proposed approach attains su-
perior performance compared to the baseline
models.

1 Introduction

Human-machine interactions have increased
rapidly assisting humans in their everyday lives.
With the growth in Artificial Intelligence (AI) and
Natural Language Processing (NLP), chatbots and
personal assistants, such as Microsoft’s Cortana,
Apple’s Siri, etc., have predominantly become a
part of our daily lives. Thus, research in recent
years has been on modulating biases, styles,
and control in text generation to enhance these
interactions.

Customer care is an essential tool used by com-
panies to provide guidance, and assistance and in
building stable customer relations. The ease of ac-
cess, ease of following up, and immediacy of social
media has made it a strong platform for companies
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and applications to interact with their customers. In
this regard, conversational agents such as shopping
agents, customer service agents, and personal assis-
tants have become extremely famous for handling
the various queries of a customer and providing
suitable responses to them.

Assisting the customer through social media
channels is attaining high popularity. The main
reason behind this is the fact that the important
elements of social media are its immediacy, trans-
parency, ease of following up, and providing a
human-like feel to the company/brand. In this plat-
form, we see the usage of polite and emphatic lan-
guage, which is the center of our current study.

For the growth of any company or application,
customer care agents must be cordial and amicable
to the customer. Thus along with handling queries,
the agents need to provide customer satisfaction
by greeting, empathizing, appreciating feedback,
apologizing at the right time, and thus building a
strong relationship with the customer.

Recently, incorporating politeness in responses
has been investigated (Golchha et al., 2019;
Madaan et al., 2020; Niu and Bansal, 2018) to make
the dialogue agent more human-like and interac-
tive. Also, the sentiments of the user are important
for properly addressing the customer needs (Shi
and Yu, 2018; Firdaus et al., 2022b, 2021) to as-
sist in creating smooth and cordial conversations.
Therefore, for politely responding to the user it is
important to have knowledge about user sentiment
to avoid frustrating experiences and help build bet-
ter systems.

The usage of the user feedback in the form of
sentiments is crucial to get contextually correct po-
lite responses as presented in Table 1. For example,
if the user has a negative sentiment towards the
customer care system, then the possible polite re-
sponse should be towards apology, assurance, and
empathy rather than greet or appreciation. For the
first example, the sentiment of the user is negative,
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Dialog
Context

User
Sentiment

Generic
Response

Polite
Response

Polite
Behaviour

Hey, i got food poisoning from
your inflight meal on sunday

Negative Send us a dm
That’s disappointing to hear, we are

sorry please send us a dm.
Apology

I need the software update urgently,
the battery lasts literally half a day

Negative How can we help?
Don’t worry, we are here for you,

please say how can we help?
Assurance

Dear this new update is awesome,
got great new apps!

Positive
The update has many

features.
Thank you very much, please checkout

the exciting features in the update.
Appreciation

Order 2 zinger box meals n got
free popcorn chicken, yayyyy

Positive Enjoy your meal. That’s nice to hear, enjoy your meal. Acknowledge

How do i go about getting a
monthly ride pass ?

Neutral We have send the link
Hello, good morning we have send

the link.
Greet

Table 1: Examples of polite responses in accordance to the user sentiments

therefore politeness in the form of appreciation,
greeting or acknowledgment could lead to a wrong
response making the customer angrier towards the
customer care agent.

Similarly, if the user has a positive sentiment
towards the customer care application, then the cus-
tomer care agent should be able to converse politely
showing appreciation and greeting. Previously, re-
searchers focused on changing the sentiment of a
given sentence (Li et al., 2018) using style transfer
techniques. Here, we use sentiment as feedback for
generating polite responses. Therefore, we propose
the task of sentiment-guided polite response gen-
eration. To the best of our knowledge, this is one
of the first works that jointly predict the sentiments
from the user utterances and uses the predicted sen-
timent as feedback for generating polite responses.

Due to the unavailability of sentiment-annotated
customer care conversations, we annotate the Cour-
teously Yours Customer Care Dataset (CYCCD)
(Golchha et al., 2019) with sentiment labels. To ad-
dress the task of sentiment-guided polite response
generation we design an end-to-end framework that
identifies the sentiment of the user and uses the sen-
timent knowledge for generating polite responses.

We employ a hierarchical transformer network
that captures the utterance as well as contextual
information for generating responses. While we
utilize a BERT-based classifier for predicting the
sentiments. For incorporating politeness we use
task-specific rewards that reinforce polite behavior
in the generated customer care responses.
The key contributions of our current work are:

• We propose the task of generating polite re-
sponses in accordance with user sentiments.

• We develop a multi-task end-to-end hierarchi-
cal network to identify the sentiments and use
the predicted information for generating the

contextually correct polite responses.

• We design task-specific rewards that assist in
the proposed task and ensure that the content
is preserved while incorporating correct and
interactive polite responses.

2 Related Work

Natural language generation (NLG) module has
been gaining importance in several applications
such as dialogue systems (Vinyals and Le, 2015;
Shen et al., 2018; Wu et al., 2018; Serban et al.,
2017a; Zhang et al., 2018; Li et al., 2016), ques-
tion answering systems (Reddy et al., 2017; Duan
et al., 2017), and many other natural language in-
terfaces. To help the users achieve their desired
goals, response generation provides the medium
through which a conversational agent can commu-
nicate with its user.

In (Serban et al., 2017b), the authors have pro-
posed a hierarchical encoder-decoder model for
capturing the dependencies in the utterances of a di-
alogue. Emotion classification and analysis (Herzig
et al., 2016) in customer support dialogue is impor-
tant for a better understanding of the customer and
to provide better customer support. Lately, sev-
eral works have been carried out on controlled text
generation (Hu et al., 2017; Li et al., 2017; Subra-
manian et al., 2017; Fedus et al., 2018; Peng et al.,
2018) to generate responses with desired attributes.

Style transfer has been an emerging field in
natural language processing (NLP). In (Rao and
Tetreault, 2018), a dataset has been introduced for
formality style transfer. Unsupervised text style
transfer has encouraged in transforming a given
text without parallel data (Shen et al., 2017; Carl-
son et al., 2017; Fu et al., 2018; Li et al., 2018;
Niu and Bansal, 2018). One of the early works
in politeness (Gupta et al., 2007) was based upon



making the conversational agents more affective
and socially intelligent by incorporating different
politeness strategies in the responses.

Recently in (Niu and Bansal, 2018), the authors
proposed a neural framework that could induce po-
liteness in chit-chat conversations in the absence
of parallel data. Lately, (Golchha et al., 2019) pre-
sented a method for increasing user satisfaction by
inducing courteous phrases in the customer-care re-
sponses by exploiting reinforced pointer networks.

One of the recent studies presented in (Madaan
et al., 2020) devised a tag and generate frame-
work for converting non-polite sentences into polite
ones. Recent works on politeness focuses on mod-
eling politeness across languages (Firdaus et al.,
2020), gender and age group (Firdaus et al., 2022a),
predicting variations in politeness (Mishra et al.,
2022b) and building a politeness adaptive system
(Mishra et al., 2022a).

From the existing literature on politeness, we can
conclude that politeness in conversational agents
is essential for increasing the social and affective
understanding of conversational agents. Our cur-
rent work differs from the existing baselines as we
include user feedback in the form of sentiment in-
formation to enhance the quality of generation and
to make the responses contextually coherent with
the dialog.

3 Methodology

In this section, we formally define the problem
statement and give a detailed description of our
proposed methodology.

3.1 Problem Formulation

In our current work, we address the task of iden-
tifying the sentiments from the user utterances
and using the sentiment information to transform
the generic customer care responses into polite re-
sponses which are contextually appropriate to the
dialog history and the user sentiments.

Precisely, given the dialog history D having a
sequence of sentences (s1, s2, . . . , sN ) where each
sentence sn is a sequence of words u1, u2, . . . , uM ,
the task is to simultaneously identify the sentiments
from the user sentence s(N−1) and utilize the de-
tected sentiment to transform the generic customer
care sN response into a polite response s′N .

Figure 1: Architectural diagram of our proposed multi-
task framework that simultaneously identifies the sen-
timent and generates the polite response in accordance
with the predicted sentiment

3.2 Methodology

Our proposed network is based upon the
Transformer Encoder-Decoder (TED) architecture
(Vaswani et al., 2017) as shown in Figure 1. We uti-
lize a hierarchical transformer having two encoders:
one of which is used to encode the sentences named
as sentence encoder while we use another Trans-
former to encode the output of the sentence encoder
to capture the dialog context. We apply the soft-
max activation function on the sentence encoder to
capture the sentiment information from the user ut-
terance. The predicted sentiment information along
with the contextual information is used to initialize
the Transformer decoder.

We design task-specific rewards to ensure that
the users’ sentiments and politeness are induced
appropriately in the generated responses. In our
present work, we focus on the sentiment of the user
and the way it affects the politeness quotient of
the customer care agent/bot response. For this, we
consider the emotional information of the user that,
in turn, helps in identifying the correct sentiment
of the user. As we predict the sentiment of the user,
the customer care agent’s emotional information is
provided as shown in Figure 1 for generating con-
sistent politeness, emotion, and sentiment-aware
responses.

Sentence Encoder. As the transformer encoder
has multiple layers and each layer is composed
of a multi-head self attentive sub-layer followed
by a feed-forward sub-layer with residual connec-
tions (He et al., 2016) and layer normalization (Ba
et al., 2016), we use it to encode the sentences in
a given dialog. For intricate details on the Trans-



former network, we refer the interested readers to
(Vaswani et al., 2017). To learn the representation
of sn, sn = (uk,1, uk,2, ..., uk,n′) is first mapped
into continuous space

Tu = (ti1, t
i
2, . . . , t

i
|sn|);where[T

i
j = e(wi

j) + pj ]
(1)

where e(uij) and pj are the word and positional
embedding of every word uij in an utterance, re-
spectively. For words, we use Glove embeddings
and adopt the sine-cosine positional embedding
(Vaswani et al., 2017) as it performs better and
does not introduce additional trainable parameters.

The utterance encoder (a Transformer) con-
verts Tu into a list of hidden representations
hi1, h

i
2, . . . , h

i
|sn|. We use the last hidden represen-

tation hi|sn| (i.e. the representation at the EOS to-
ken) as the textual representation of the utterance
sn. Similarly, to the representation of each word in
sn, we also take into account the utterance position.
Therefore, the final textual representation of the
utterance sn is:

hsi = hi|sn| + pi (2)

Note that the words and sentences share the same
positional embedding matrix. We also capture the
emotional embeddings of every sentences using the
output distribution from DeepMoji (Felbo et al.,
2017) which is pre-trained on the emoji prediction
task in a similar manner as (Golchha et al., 2019).

The emotional embedding of every sentence is
represented as es,n. The final representation of
any sentence is given by the concatenation of the
emotional representation as well as the last hidden
representation of the sentence.

hseni = hsi + es,n (3)

Context Encoder. The context encoder is
yet another Transformer, but it is applied on
the utterance level. After running the trans-
former on the sequence of sentence representation
hsen1 ,sen2 , . . . , hsen|D| , we obtain the context-sensitive

utterance representations D̂ = (d̂1, d̂2, . . . , d̂|D|).
After achieving the representation of a given di-

alogue using a hierarchical transformer network,
we employ a transformer decoder to generate the
polite response in accordance to the contextual in-
formation and the sentiment information.

Sentiment Classification Network. For identi-
fying sentiments, we propose a sentiment classifica-
tion network. The input to this network is the user

utterance and the output is a predicted sentiment
for this utterance. A BERT classifier is applied on
the user utterance followed by a softmax output
layer which gives the sentiment prediction. The
sentiment classifier is trained by minimizing the
negative log-likelihood

LSE = −
N∑

se=1

yse log ỹse (4)

Decoder: To generate the polite response with
the predicted sentiment, we employ a Transformer
decoder (Vaswani et al., 2017) as shown in Figure
1. The Transformer decoder used in our current
work is slightly different from the original in which
two multi-head attention layers were employed to
incorporate both the contexts in encoder and de-
coder.

But in our case, we only need one to learn the
decoder context, since the context in encoder is a
vector (i.e., d̂i). We predict the polite responses
Yk = (yk0 , y

k
1 , y

k
2 , . . . , y

k
|Yk|) one word per step

(yk0 ) is an artificially added BOS (beginning of
sentence token). At the jth step, we predict ykj
given yk0 , . . . , y

k
j−1, predicted sentiment SEi and

the context representation D̂. By applying word
and positional embeddings to (yk0 , . . . , y

k
j−1), we

obtain Ẽk
1:j−1 = (ẽk0, . . . ,

˜ekj−1). Then, we apply
multi-head attention sub-layer to Ẽk

1:j−1:

˜hj−1 = MultiHead(qj−1,Kj−1, Vj−1);

qj−1 = WQ ˜ekj−1;

Kj−1 = WKẼk
1:j−1;

Vj−1 = W V Ẽk
1:j−1

(5)

where qj−1, Kj−1, Vj−1 are the input query, key
and value matrices of the multi-head attention func-
tion (Vaswani et al., 2017), respectively. Also, WQ,
WK and W V are the weight matrices. To attain
polite responses in accordance to the sentiment, we
include the information of D̂ and sentiment SEi

by addition:

˜xj−1 = ˜hj−1 + d̂k + SEi (6)

We also apply a feedforward sub-layer (one hidden
layer with ReLU (Glorot et al., 2011) activation
function) after ˜xj−1 in a similar manner as (?):

˜gj−1 = W ff
2 max(0,W ff

1 ˜xj−1 + b1) + b2 (7)



Note that the transformer decoder can have multi-
ple layers by applying Equation (4) to (6) multiple
times but we show only the computation of one
layer for the simplicity. The probability of ykj given
yk0 , . . . , y

k
j−1, SEi and the context representation

D̂ is:

p(ykj |yk0 , . . . , ykj−1, d̂k, SEi) = softmax(WO ˜gj−1)
(8)

Model Training: As used in (Paulus et al.,
2017), we jointly use reinforcement learning (RL)
and machine learning (ML) to train our model in
a similar manner as (Golchha et al., 2019). If
ỹ = {ỹ1, ỹ2, . . . , ỹn′} is the gold output tokens
for the given generic response tokens hseni and con-
versation history D̂, the maximum-likelihood ob-
jective using teacher forcing is given by:

LMLE = −
n′∑
t=1

log p(ỹt|ỹ1, . . . , ỹt−1, h
sen
i , D̂)

(9)
In addition to maximum likelihood error training,

we also use RL to learn from maximising discrete
metrics that are task-specific (which we design as
the rewards). We use the self-critical policy gradi-
ent algorithm suggested in (Rennie et al., 2017) for
training the network.

The reward obtained by the inference time algo-
rithm (which performs greedy decoding) is base-
lined for the REINFORCE (Williams, 1992) al-
gorithm, without the need for training a “critic”
network for estimating the value functions. During
training, two output sequences are produced: ys,
obtained by sampling p(yst |ys1, . . . , yst−1, x) prob-
ability distribution, and yg, the baseline output,
obtained by greedily maximizing the output proba-
bility distribution at each time step.

LRL = (r(yg)− r(ys))
n′∑
t=1

log p(yst |ys1,

. . . , yst−1, h
sen
i , D̂)

(10)

Our reward function r(y), used for evaluating y
against the gold standard output is

r(y, ỹ) = λ1 ·r1(y, ỹ)+λ2 ·r2(y, ỹ)+λ3 ·r3(y, ỹ)
(11)

The final reward function is the weighted mean
of the three terms as given below:

(i). BLEU metric r1: Ensures the content matching
between the generated response and the ground-
truth response.

(ii). Sentiment consistency r2: Measured by
the cosine similarity of the sentiment prediction
distributions of the user utterance and generated
responses (using pre-trained BERT classifier). It
ensures that the sentiment states of the generated
polite response is consistent with the user senti-
ment.

(iii). Politeness accuracy r3: The politeness ac-
curacy of the generated response is computed using
the pre-trained BERT based politeness classifier
(trained on Stanford Politeness Corpus (Danescu-
Niculescu-Mizil et al., 2013)). The responses hav-
ing scores greater than 0.7 are considered as polite.

We first pre-train using the maximum likelihood
(ML) objective and then using a mixed objective
function with a reduced learning rate:

Lgen = ηLRL + (1− η)LMLE , (12)

Joint Training (JT): We jointly train the entire
model by simultaneously minimizing the sentiment
classification loss and generation loss. The final
loss of the model is:

LJoint = LSE + Lgen (13)

3.3 Baseline Models:
To demonstrate the effectiveness of our proposed
model, we compare with the previous state-of-the-
art (SoTA) models:
Seq2Seq: It is the standard encoder-decoder frame-
work with attention mechanism that has been
widely used in generation, machine translation etc.
(Sutskever et al., 2014).
HRED: It is a hierarchical encoder-decoder model
proposed for text based dialogue systems (Serban
et al., 2015).
Polite-RL: We implement the Polite-RL frame-
work to induce politeness in responses in a similar
manner as (Niu and Bansal, 2018).
PT-TGA: We implement the politeness transfer
framework presented in (Madaan et al., 2020) that
uses a tag and generate approach to incorporate
politeness.
PG-RL: We also take the reinforced pointer gener-
ator network employed in (Golchha et al., 2019) as
one of the baselines to infuse politeness in generic
responses.

To demonstrate the effectiveness of each of the
components in the proposed model, we experiment



with different model variants.
HT: In this model, we use the hierarchical trans-
formers to induce politeness in responses without
the RL rewards and sentiment information.
HT + RL: In this framework, we include the RL
based rewards in the hierarchical model for polite
response generation.
HT + RL + SE: In this framework, we provide
the sentiment information to the hierarchical Trans-
former encoder-decoder model along with RL re-
wards without jointly training for both the tasks.

For sentiment classification, we train several
classifiers such as CNN, LSTM, Bi-LSTM on the
CYCCD dataset for predicting sentiments into 3
classes. We also employ RoBERTa (Liu et al.,
2019) as one of the baselines.

Train Valid Test
# Conversation 130898 19762 39665

# Utterances 168534 24724 49788

Table 2: CYCCD Dataset Statistics

4 Datasets and Experiments

In this section we explain the dataset used for exper-
imentation and briefly provide the implementation
details and evaluation metrics.

4.1 Dataset:
For our current work, we use the CYCCD dataset
(Golchha et al., 2019)1 having interactions between
customers and professional customer care agents
of companies on their Twitter handles. The CY-
CCD Twitter data was taken from the dataset made
available on Kaggle by Thought vector. We use
the generic and polite annotated version of the CY-
CCD dataset in a similar manner as (Golchha et al.,
2019). As the CYCCD dataset was not annotated
for sentiment, therefore we do the sentiment anno-
tations for the dataset.

To annotate the CYCCD dataset with sentiments,
we employ crowd-workers from Amazon Mechan-
ical Turk (AMT) that labels every utterance with
the provided set of sentiment labels (i.e., positive,
negative, neutral). For labeling the utterances, the
workers were asked to follow the instructions and
guidelines provided for annotation. Some of the
significant guidelines for annotation were as fol-
lows: (i). Every utterance of a given dialogue was
to be marked with the provided sentiment labels;

1https://github.com/Mauajama/Courteously-Yours

(ii) In addition, the workers were asked to provide
the overall sentiment for every sentence in an utter-
ance as well. For cases where we found different
annotations in sentiment for a particular sentence,
we remove them from the dataset, and we also
drop the entire conversation to maintain coherence
among the utterances.

A majority voting scheme was used for selecting
the final sentiment for every sentence. We observe
a multi-rater Kappa (McHugh, 2012) agreement ra-
tio of approximately 75% for the sentiment, which
can be considered as reliable. The final CYCCD
data statistics is provided in Table 2. The sentiment
distribution of the CYCCD dataset is provided in
Figure 2.

Figure 2: Sentiment distribution in the CYCCD dataset

4.2 Implementation Details:

All the implementations were done using the Py-
Torch2 framework. We use the dropout (Srivastava
et al., 2014) with probability 0.45. We initialize
the model parameters randomly using a Gaussian
distribution with the Xavier scheme (Glorot and
Bengio, 2010). The hidden size for all the layers
is 512. We employ AMSGrad (Reddi et al., 2019)
as the optimizer for model training to mitigate the
slow convergence issues.

We use uniform label smoothing with ϵ = 0.1
and perform gradient clipping when the gradi-
ent norm is above 5. We use 300-dimensional
word-embedding initialized with Glove (Penning-
ton et al., 2014) embedding pre-trained on Twitter.
We train with batches of size 16, and use the same
size for beam search decoding. We use η = 0.99
(similar to (Paulus et al., 2017)) for the joint loss.
For the reward function, the values of λ1, λ2 and
λ3 are 0.34, 0.33 and 0.33, respectively.

2https://pytorch.org/



4.3 Automatic Evaluation Metrics:

To evaluate the model at the relevance and gram-
matical level, we report the results using the stan-
dard metrics like Perplexity (Chen et al., 1998),
Rouge-L (Lin, 2004) and BLEU-4 (Papineni et al.,
2002). We also report the Politeness Accuracy as
a metric to measure the degree of politeness in the
responses.

We compute the politeness score using a pre-
trained classifier, BERT (Devlin et al., 2018)3 for
measuring the degree of politeness in the gener-
ated responses similar to (Niu and Bansal, 2018).
The classifier takes as input the generated response
and generates a probability value giving us the po-
liteness accuracy of the generated response. To
evaluate the sentiment classification performance,
we use the traditional metrics such as F1 score.

4.4 Manual Evaluation Metrics:

We recruit six annotators (in a similar manner as
(Shang et al., 2015; Tian et al., 2019)) from a third
party company, having high-level language skills.
We sampled 250 responses per model for evalua-
tion with the utterance and the conversational his-
tory provided for generation. First, we evaluate
the quality of the response on two conventional
criteria: Fluency and Relevance. These are rated
on a five-scale, where 1, 3, 5 indicate unacceptable,
moderate, and excellent performance, respectively,
while 2 and 4 are used for unsure.

Secondly, we evaluate the politeness quotient
of a response in terms of Politeness Appropriate-
ness metric that measures whether the politeness
induced in the response is in accordance with the
user sentiment and the dialogue history. Here, 0 in-
dicates irrelevant or contradictory, and 1 indicates
consistent with the provided persona and dialogue
context.

We compute Fleiss’ kappa (Fleiss, 1971) to mea-
sure inter-rater consistency. The Fleiss’ kappa for
fluency and relevance are 0.53 and 0.49, indicating
moderate agreement. For politeness appropriate-
ness, we obtain 0.65 as the kappa score indicating
substantial agreement.

5 Result and Analysis

In this section, we provide the experimental re-
sults for both sentiment classification and polite re-

3The classifier is trained on the Stanford Politeness Cor-
pus (Danescu-Niculescu-Mizil et al., 2013) and achieves an
accuracy of 92%.

sponse generation. The proposed model performs
significantly better than the other baselines for all
the evaluation metrics and the improvement in each
model is statistically significant compared to the
other models for both the tasks4.

The sentiment classification results are provided
in Table 3. From the results, it is evident that the
BERT based classifier outperforms all the other
models for sentiment classification task with an
improvement of more than 15 points compared to
the Bi-LSTM. Hence, it can be concluded that the
BERT classifier correctly identifies the sentiment
of a sentence.

Model S-F1
LSTM 71.06
CNN 69.90

Bi-LSTM 74.87
BERT (Devlin et al., 2018) 89.74
RoBERTa (Liu et al., 2019) 88.89

Table 3: Classification scores of sentiment on CYCCD
data. Here, S-F1 denotes the weighted average F1 score
of sentiment.

Model Description PPL BLEU-4 Rouge-L PA

Existing
Approaches

Seq2Seq (Sutskever et al., 2014) 1.112 0.145 0.278 0.38
HRED (Serban et al., 2015) 1.085 0.198 0.308 0.45

Polite-RL (Niu and Bansal, 2018) 1.028 0.224 0.321 0.69
PT-TGA (Madaan et al., 2020) 1.032 0.251 0.332 0.68
PG-RL (Golchha et al., 2019) 1.018 0.264 0.339 0.73

Proposed
Approach

HT + RL + SE
(Joint Training) 1.004 0.275 0.352 0.77

Ablation
Study

HT 1.015 0.269 0.343 0.70
HT + RL 1.008 0.272 0.349 0.74

HT + RL + SE 1.006 0.273 0.350 0.75

Table 4: Automatic evaluation results. Here, PPL: Per-
plexity, PA: Politeness accuracy, HT: Hierarchical trans-
former, SE: Sentiment, RL: Reinforcement learning

In Table 4, we provide the automatic evaluation
results for the proposed framework and the existing
baselines. From the table, it is evident that the pro-
posed network outperforms the Seq2Seq and HRED
frameworks in terms of all the metrics. In the case
of politeness, there is an enormous improvement in
comparison to the Seq2Seq and HRED frameworks
with more than 30% accuracy.

In comparison to the Polite-RL framework, our
proposed network is capable of preserving the in-
formation and generating correct responses as the
BLEU-4 score is significantly higher. It can be
concluded that the generation of polite responses
does not comprise the information present in the

4we perform statistical significance tests (Welch, 1947)
and it is conducted at 5% (0.05) significance level



Dialogue Context Sentiment
Information Generic Response Generated Polite Examples

My order doesnot have fries in it, that sucks! Negative we’ll follow up with the store

HT: We will check
HT + RL: Please, wait we’ll follow up with the store.
HT + RL + SE: Sorry, we’ll follow the order with the store
Proposed: Sorry for the inconvenience, please wait while
we follow with the store.

The new iphone has awesome display Positive enjoy your new iphone!

HT: Ohh ur new phone, great
HT + RL: That’s nice about your iphone
HT + RL + SE: Thanks and enjoy your phone.
Proposed: Thanks for your kind words
and enjoy your new phone!

Table 5: Examples of polite responses generated by different models according to the sentiment information

Model Description F R PA

Existing
Approaches

Seq2Seq (Sutskever et al., 2014) 3.82 3.73 48%
HRED (Serban et al., 2015) 3.86 3.78 52%

Polite-RL (Niu and Bansal, 2018) 3.91 3.79 61%
PT-TGA (Madaan et al., 2020) 4.03 3.85 64%
PG-RL (Golchha et al., 2019) 4.11 4.06 67%

Proposed
Approach

HT + RL + SE
(Joint Training) 4.23 4.17 75%

Ablation
Study

HT 4.09 4.03 65%
HT + RL 4.16 4.09 71%

HT + RL + SE 4.19 4.12 73%

Table 6: Human evaluation results. Here, PA: Polite-
ness Appropriateness, HT: Hierarchical Transformer,
SE: Sentiment, RL: Reinforcement Learning

ground-truth generic response. In the case of auto-
matic evaluation in Table 4, our method shows a
notable drop in the perplexity scores, thereby en-
suring grammatically correct responses generated
by the framework. By introducing sentiment in-
formation in our proposed framework, we see the
growth in the performance compared to the PG-RL
network establishing the importance of sentiment
information for generating polite responses.

In Table 4, we provide the ablation study of our
proposed network. From the table, it is visible that
the Hierarchical Transformer network performs bet-
ter than the Seq2Seq and HRED frameworks, but
lacks politeness in comparison to the existing PG-
RL baseline. This is because the model is trained
without politeness and sentiment rewards.

On adding the RL training to the hierarchical
network, we see that there is an improvement in
terms of all the metrics. An increase in BLEU-4,
Rouge-L, and politeness accuracy scores signifies
that the rewards used for training the framework
contribute towards better generation.

Finally, in HT + RL + SE adding the sentiment
information of the user helps in improving the per-
formance of the overall network. Joint training
helps in simultaneously improving the performance
of the end-to-end network for generating sentiment-
guided polite responses.

From Table 6, it is evident that the proposed
method generates grammatically correct responses
as the fluency score is the highest. Similarly, the
relevance score in the case of our proposed net-
work is greater than all the existing and baseline
approaches signifying that the generated responses
are contextually correct according to the dialogue
history.

As the primary aim of our current work is to
generate politeness according to the sentiment in-
formation, the politeness appropriateness metric
helps evaluate the proposed task for all the net-
works. The proposed framework has the highest
politeness score compared to all the existing and
baseline frameworks. Also, through ablation study
in case of manual evaluation, it can be established
that the proposed framework having joint training
and RL rewards helps the overall architecture to
generate polite responses according to the users’
sentiments.

In Table 5, we provide a few examples and their
corresponding generated responses by the differ-
ent models. It exhibits that while the existing
Seq2Seq framework generates shorter and less po-
lite responses, the HRED framework can generate
more complete and informative responses. The re-
sponses generated by the proposed model exhibit
different variations in politeness according to the
user sentiments. The variation following the differ-
ent sentiments is visible in the responses, thereby
achieving the desired task.

After performing a detailed quantitative and qual-
itative analysis of the generated responses, we came
across a few mistakes committed by the baselines
and the proposed frameworks.
Some of the commonly occurring errors are:
(i) Repetition: The responses generated by the base-
lines and the proposed framework sometimes re-
peat the information or generate < unk > tokens.
For example, in the following generated response,



there is a repetition: “Thanks, could you dm us
more info info info...”
. (ii) Loss of information: In some cases, the mod-
els generate responses that, though having polite-
ness factor in them, yet is incapable of providing
the complete information in accordance to the on-
going conversation. For example: Gold:“We appre-
ciate the concern regarding the new update, how
could I help”; Predicted: “Hello, good afternoon!
How may I help?”.
(iii) Sentiment inconsistency: The generated re-
sponses having politeness in them at times do not
correspond to the specified user sentiment. For
example: the user sentiment is negative and the
Predicted: “Thank you ma’am, we love it...” re-
sponse is not consistent to it. This is due to the
fact that the multi-task framework has wrongly pre-
dicted the sentiment of the user therefore causing
the agent to respond incorrectly.

6 Conclusion

In our current work, we propose the task of trans-
forming a generic customer care response into a
polite response according to the sentiment infor-
mation of the user and consistent to the context
history. For the proposed task, we design a hi-
erarchical Transformer network that captures the
user and dialog context simultaneously. We create
a multi-task network that identifies the sentiment
information and uses the predicted sentiment in-
formation for generating the corresponding polite
response. We use reinforcement learning based
rewards to incorporate politeness in the customer
care responses.

Experiments on the sentiment annotated CY-
CCD dataset proves that the proposed network not
only identifies the sentiment information but also
generate the contextually correct polite responses
in accordance to the user sentiments. Hence, it can
be concluded that the polite generation of responses
is dependent on the sentiments of the user to ensure
that the generation is correct and relevant.
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