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ABSTRACT

We propose a lightweight method for using discouesations for
polarity detection ofweets This method is targeted towards the
web-based applications that deal withisyand unstructuredext,
like thetweets,and cannot afford to use heavy linguistic resairce
like parsingdue to the frequent failure of the parsers to handl
noisy data. Most of the works in micro-blogs, likwitter, use a
bag-of-words model that ignores the discourse gestilike but,
since, althoughetc. In this work, we show howconnectives,
modals, conditionalsand negationcan be used to incorporate
discourse information in any bag-of-words model, ifgprove
sentiment classification accuracy. We first giveliaguistic
description of the various discourse relations Wwhieads to
conditions in rules and features in SVM. Discourdations and
corresponding rules are identified with minimal gegssing - just a
list look up. We show that our discourse-based dfagerds
model performs well in a noisy mediunTwitter), where it
performs better than an existing Twitter-based iappbn.
Furthermore, we show that our approach is benéfizistructured
reviews as well, where we achieve a better accuttzay a state-
of-the-art system in thdravel review domain. Our system
compares favorably with the state-of-the-art systemd has the
additional attractiveness of being less resouransive.
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1. INTRODUCTION

An essential phenomenon in natural language primess the
use of discourse relations to establish a coheedsiion that links
phrases and clauses in a text.

The presence of linguistic constructs likennectives, modals,
conditionalsand negationcan alter the sentiment at the sentence
level as well as the clausal or phrasal level. @mmshe example,
“@user share 'em! i'muite excited about Tintin, “despite’not
really liking original comics. Probably because Joe Cornish had
a hand in.” The overall sentiment of this sentencepissitive
although there is equal number of positive and tiegavords.
This is due to the connectiviespitewhich gives more weight to
the previous discourse segment. Any bag-of-worddeahwould

be unable to classify this sentence without comgidethe
discourse marker. Consider another examplgjrik i'll stay with
the whole 'sci-fi'shit “but” this time...a classic movie.” The
overall sentiment is agaipositive due to the connectiveut,
which gives more weight to the following discoursegment.
Thus, it is of utmost importance to capture allsthealiscourse
phenomena in a computational model.

Traditional works indiscourse analysisise a discourse parser
trained on Penn-Discourse-Treebank [1][2][3][4][5pr a
Dependency Parser [6]. Many of the works [7][8] aemntred
around the Rhetorical Structure Theory (RST) predoby [9]
which tries to identify the relations between thecleus and
satellite in the sentence. Most of these theoniesnall-founded

for structured textandstructureddiscourse annotated corpora are
available to train the models. However, using thesthods for
micro-blog discourse analysis poses some fundafnenta
difficulties.

Micro-blogs, likeTwitter, do not have any restriction on the form
and content of the user posts. Users communicateeimicro-
blogs in an informal language. As a result, tha®e aundant
spelling mistakes, abbreviations, slangs, discaities and
grammatical errors This can be observed in the given examples
from real-lifetweets The errors cause natural language processing
tools like parsersandtaggersto fail frequently [10]. As the tools
are generally trained on structured text, theywerable to handle
the noisy and unstructured text in this medium. ¢éemost of the
discourse-based methods, based on RST or parssga form,
will be unable to perform very well in micro-blogtd. Moreover,
the web-based applications require a fast resptmee Parsing,
being a heavy-weight process, is not suitable todel for real-
time interactive systems.

Most of the previous research in micro-blogs, likeitter, use a
bag-of-words model with features lipart-of-speech information,
unigrams, bigramsetc. along with other domain-specific,
specialized  features like emoticons, hashtags etc.
[11][22][13][14]. In mostof these works, theonnectives, modals
andconditionalsare simply ignored as stop words during feature
vector creation. Hence, the discourse informatibat tcan be
harnessed from these elements is completely disdarih this
work, we show how theonnectives, modals, conditionaasd
negation based discourse information can be incorporated in
bag-of-words model to give better sentiment clicsation
accuracy.

Our work builds on the discourse-related works 18][16][17]
and extends the idea further in the sentiment arglyf micro-
blogs. We exploit the various features discussethe Twitter
specific works to develop a bag-of-words modelwihich the
discourse features are incorporated.

2. DISCOURSE RELATIONS CRITICAL
FOR SENTIMENT ANALYSIS

A coherent relation reflects how different discaursegments
interact. The interaction relations between dissewsegments are



listed in [15]. We pick up the discourse relationslated
Expectations, Conclusions, Conditionals, Contradbdals and
Negation from their list for further analysis. The remaigin
relations like Cause-Effect, Similarity, Temporal Sequence,
Attribution, Example, Generalization and Elaboratican be
handled simply by taking the majority valence oé tihhdividual
terms. These discourse relations do not provide camgrasting,
inferential or hypothetical information and areyeasdeal with.

¢ Violating Expectations and Contrast

These are the conjunctions that oppose or refuigenéiighboring
discourse segment. We further categorize themth@dollowing
2 sub-categorie€onj_FolandConj_Prev.

Conj_Fol is the set of conjunctions that give more impoctato
the discourse segment that followSonj_Previs the set of
conjunctions that give more importance to the presidiscourse
segment.

Example 1:The direction was (not that greatput still we loved
the movie.

A bag-of-words model will find one positive and onegative
sentiment and classify it as neutral, whereas ttegatl sentiment
is positive. Here the final verdict is that we Idvihe movie, so
the words following but” should be given more weight.

Example 2:India managed to windespite the initial setback

This example has a similar drawback. Here, the esiphs on the
segment beforedespite”

¢ Conclusion or Inference

These are the set of conjunctio@gnj_infer, that tend to draw a
conclusion or inference and hence the words folgwthem
should be given more weightage.

Example 3: We were (not much satisfiedyith the greatly
acclaimed brand X andsubsequently decided to rejectit.

Here, the final rejection matters more than thé&ahsatisfaction
making the final polarity negative, which cannot daptured by
taking individual valence of terms.

¢ Conditionals

Theif...then...elseonstructs depict situations which may or may
not happen subject to certain conditions. In ourkwthe polarity

of the discourse segment in a conditional stateriseioned down,

in lexicon-based classificationln supervised classifiefsthe
conditionals are marked as features. Such statemar@ not
completely ignored as they bear some sentimentipola

Example 4:1f Brand X had improvedits battery life, it would
have been a greaproduct

Here, the final polarity should be objective asawve talking of a
hypothetical situation.

. Modals

Events thathave happenecdevents thatre happeningor events
that are certain to occur are calieglis eventsEvents that have
possibly occurred or have some probability to odnuhe distant
future are calledrrealis events.Modals typically depicirrealis
eventsor hypothetical situations. These constructs carimet
handled by taking a simple majority valence of terivve further
divide the modals into 2 sub-categori8trong_Modis the set of
modals that express a higher degree of uncertaimtyany
situation. Weak_Modis the set of modals thaxpress lesser
degree of uncertainty and more emphasis on cegwaémts or
situations.

Example 5:That filmmight be good.
Hemay be a rising star.

These strong modals armt trustworthyand are treated in the
same way as we treat thenditionals.

Example 6: 1 heard the movie is good, so ymust go to watch
that movie.

Youshould go to watch that awesome movie.

As is evident from the above examples, these modatsey
lesser degree of uncertainty

¢ Negation

We consider the following negation operatarst, neither, never,
no andnor. Negation is handled by considering a window of size
5 from a negation operator and reversing all thed&adn the
window. This fails in the example below as it negathe fike”

for Samsung as well.

Example 7:1 do (not like) Nokia but I liké Samsung.

We consider a negation window of size 5 and revelkahe
words in the window, till either the window sizeceeds or a
violating expectatioifExample:but) conjunctionis encountered

Discourse Attributes

Relations

Conj_Fol but, however, nevertheless, otherwise, yet,
still, nonetheles

Conj_Prev | till, until, despite, in spite, though, although

Conj_Infer | therefore, furthermore, consequently, thus,

as a result, subsequently, eventually, h
Conditionals| If

Strong_Moc | might, could, can, would, m
Weak Mod | should, ought to, need not, shall, will, must
Neg not, neither, never, no, nor

Table 1: List of Discourse Coherent Features

3. ALGORITHM TO HARNESS
DISCOURSE INFORMATION

The discourse relations (identified $ection 2 are used to create
a feature vector, according #&dgorithm 1 In Step 1 we mark all
the conditionalsandstrong modalswvhich are handled separately
by the lexicon-based classifier and the supervidedsifier. In
Step 2and Step 3 the weight of any word appearing before
Conj_Prevand afterConj_Fol or Conj_Inferis incremented by 1.
In Step 4 the polarity of all the words appearing withimvendow
(Neg_Windowis taken as 5), from the occurrence of a negation
operator and before the occurrence ofialating expectation
conjunction, are reversed. Finally, we get theueatector {v;,

fy, flip; and hyp;} for all the words in the review. Here, the
assumption is that the effect of any conjunctiorrestricted to
continuous spans of text till another conjunctionttee sentence
boundary.

Let a user posR consist of " sentences (i=1...m), where
eachs consist of;, wordsw; (i=1...m, j=1...r). Letf; be the
weight of the wordy; in sentence, initialized to 1. Le®A be
the set of all discourse relations Trable 1 Let flip; be a
variable which indicates whether the polarityvgf should be
flipped or not. Lethyp; be a variable which indicates the
presence of eonditional or a strong modah s.

Input: ReviewR
OUtpUt: Wijv fijv ﬂlp” y hyg




for i=1...m
for j=1...n;
fi=1,
hyp=0;
1 if w; € Conditionalsor w; € Strong_Mod
hyp;=1;
endif
end for
for j=1...n;
ﬂipij:l;
2. if w; €Conj_Folor w; € Conj_Infer
for k=j+1...njand w & A
fit=1;
end for
end if
3. else ifw; € Conj_Prev
for kzl...j-l && Wij A
fict=1;
end for
end if
4. else ifw; € Neg
for k=1...Neg_Window and & Conj_Prev
and w ¢ Conj_Fol
flipj+k=-1;
end for
end if
end for

Algorithm 1: Using Discourse to Create Feature Vector

4. FEATURE VECTOR CLASSIFICATION

We devised a lexicon based system as well as a\ssip@ system
for feature vector classification.

4.1 Lexicon Based Classification

The Bing Liu opinion lexicon [21] is used to fintie polarity
pol(w;) of a wordw;. It contains 6800 words which are manually
polarity labeled. Polarity of the reviewdsor neg is given by,

m ng
sign(y. D fiyx flipy x p(wy)
i= j=
where p(wi]-) = pol(wl-j) if hyp;j =0
Equation 1
Equation 1finds the weighted, signed polarity of a revievheT
polarity of each wordpol(w;) being +1 or -1 is multiplied with
its discourse-weight; (assigned byAlgorithm 1), and all the
weighted polarities are adddglip; indicates if the polarity ofy;
is to be negated. In case there is aagditional or strong modal
in the sentence (indicated byyp;; = 1), then the polarity of
every word in the sentence is toned down, by cenmsid half of
its assigned polarity%l or _71). Thus, ifgoodoccurs in the user
post twice, it will contribute a polarity of1 x 2 =42 to the
overall review polarityjf hyp;; = 0. In the presence of strong
modalor conditional it will contribute a polarity 0%1 X2 =+1.

All stop words discourse connectiveand modalsare ignored
during classification, as they have a zero polanitthe lexicon.

4.2 Supervised Classification

The Support Vector Machines have been found to esfdpm
other classifiers, likeNaive Bayesand Maximum Entropy in
sentiment classification [30]. Hence, in our wdBk/M’s are used
to classify the set of feature vectof;, w;, f; andhyp}.

Features used in the Support Vector Machines (SVM):
N-grams —Unigrams along with Bigrams are used.

Stop Words —All the stop words (likea, an, the, isetc) and
discourse connectives are discarded.

Feature Weight — In the baseline bag-of-wordsmodel, the
feature weight has been taken as the feature fmeguee. the
number of times the unigram or bigram appears éntétt. In the
discourse-based bag-of-wordmodel, the discourse-weighted
frequencyof a word is consideredlgorithm lassigns a weigl}
to every occurrence of a wowg; in the post. If the same word
occurs multiple times, the weights from its mukiglccurrences
will be added and used as a feature weight fontbrel.

Modal and Conditional Indicator — This is abooleanvariable
which indicates the presence of a strong modaloaditional in
the sentence.¢. hyp;=1).

Stemming — All the words are stemmed in the text so that
“acting’ and “actior” have a single entry corresponding et

Negation —A booleanvariable {lip;) is appended to each word
(w;) to indicate whether it is negated or nae.(flip;=1 or
fIlp,J=0)

Emoticons —An emoticon dictionary [23] is used to map each
emoticon to apositive or negative class. Subsequently, the
emoticon class information is used in place ofdh®ticon.

Part-of-Speech Information —The part-of-speech information is
also used with a word.

Feature Space -We incorporate the discourse information
extracted usingAlgorithm 1 into two different feature spaces:
lexeme space and sense space. Inlekeme spacéndividual
words are used as features; whereas irséimse spacehe sense
of the word (synset-id) is used in place of thedvdk synset is a
set of synonyms that collectively disambiguate eattter to give

a unique sense to the set, identifiable by gkeset-id This is
beneficial in distinguishing between the variousses of a word.

For example, the worbdankhas 18 senses (10 Noun senses and 8
Verb Senses). Consider the two senseslmdrdk: 1) Bankin the
sense of & financial institutiori, identifiable by the synset
“depository financial institution, bank, banking cem, banking
company”,and 2)Bankin the sense aklying, identifiable by the
synset frust, swear, rely, bank”Now, the first sense has an
objective polarity whereas the second sense hasositive
polarity. This distinction cannot be made in thgelme feature
space, where we consider only flist sense of the word.

5. EVALUATION

We performed experiments on three different dasasewvalidate
our approach. 8507 tweetddtaset ) were crawled from Twitter
based on a total of around 2000 different entitiesn over 20
different domains. These were manually annotated 4y
annotators into four classgmositive, negative, objective-not-spam
and objective-spaniThe objective-spantalss was subsequently
ignored during evaluation. The Twitter API was ugedcollect
another set of 15,214 tweet®dtaset 2 based onhashtags
Hashtagstpositive, #joy, #excited, #happy etere used to collect
tweets bearing positive sentiment, whereas hashthigs
#negative, #sad, #depressed, #gloomy, #disappoietedvere
used to collect negative sentiment tweef®&avel Review Data
(Dataset 3 [19] contains 1190 polarity-tagged documentshwit
the positive and the negative class containing 88Buments



each. All words in travel review documents wereoedtically
sense-tagged usin@/SDalgorithm [20].

Evaluations are performed Dataset landDataset 2under a2-
classand a3-classclassification setting. In the 2-class setting,
only positive and negativetweets are considered; whereas in the
3-class settingpositive negative and objective-not-spantweets
are considered. All the experiments in these twtastds are
performed in thelexeme feature spaceusing lexicon-based
classificationas well assupervised classificationThe baseline
system (forDatasets land 2), is taken a<C-Feel-1t[18]. It is a
rule-based system which implements a bag-of-worddeinusing
lexicon-based classification. The accuracy compasgsbetween
C-Feel-It and the discourse system are performet®uidentical
settings. The only difference between the two systés the
handling of connectives, modals, conditionadgd negation as
indicated by Algorithm 1  Table 2 shows the accuracy
comparison between C-Feel-It and the discourseesystn
Datasets 1 and 2, using lexicon-based classifitafi@ble 3
shows the accuracy comparison between the basglfM and
SVM integrated with discourse features, in Datagetsd 2. All
the SVM features discussed 8ection 4.2except the discourse
features arising out of the incorporation diécourse weighting
modal and conditional indicatoand negation are used in the
baseline SVM. A linear kernel, with default paraemst (C=1,
€=0.0010), is used in LIBSVM [22] with 10-fold cresalidation.

Datase C-Fee-lt | TwiSent | Stat. Sig. (%)
Dataset 1: 2-class 68.58 72.81 99.9
Dataset 1: 3-clas§ 57.2 61.31 99.9
Dataset 2: 2-class 80.55 84.91 99.9

Table 2 Accuracy Comparison between C-Feel-It and Disseur
System using Lexicon in Datasets 1 and 2 (Lexense&p

Dataset C-Feel-It | TwiSent| Stat. Sig. (%)
Dataset 1: 2-class 69.49 70.75 90
Dataset 1: -clas 63.11 64.2: 90
Dataset 2: 2-class 91.99 93.01 95

Table 3. Accuracy Comparison between C-Feel-It and Disssur
System using SVM in Datasets 1 and 2 (Lexeme Space)

Systems Accuracy| Stat.
(%) Sig. (%)
Only Unigrams 84.90 95
Only IWSD Sense of Unigrams [19] 85.48 90
Unigrams + IWSD Sense of Unigrams [19] 86.08 90
Unigrams + IWSD Sense of Unigrams + 88.13 -
Discourse Feature

Table 4: Accuracy Comparison in Travel Review Data
(Dataset 3) using SVM in Sense Space

The travel reviewdataset [19] is used to determine whether our
discourse-based approach performs well for stredtuext as
well. An automatic word sense disambiguation atbam IWSD
[20], has been used in [19] to auto-annotate thedsvdn the
review with their corresponding synset-id’s. Thensadataset is
used in this work. A linear kernel, with defaultrpameters, is used

in the SVM with 5-fold cross-validation, similar the compared
system [19].Table 4 shows the performance of the discourse
system along with the compared system using diffefeatures,

on Dataset 3 using supervised classification.

6. DISCUSSIONS

Accuracy improvements over the baseline and the peoed
systems in all the datasets clearly signify thee@f¥eness of
incorporating discourse information for sentimefessification.

The bag-of-words model integratedth discourse information
outperforms the bag-of-words modeljthout this information

under all the settings; although, the performamoprovements
vary in different settings. Z-Significance testg][2vere done and
the confidence with which the accuracy changes w&ecepted to
be statistically significant is shown Trables 2, 3and4.

Accuracy comparisons betwe&iFeel-It and Discourse System
are performed under a 2-class and a 3-class dtagiih setting,
using lexicon-based classification, in the lexenpace under
identical settings - the only difference being theorporation of
discourse features. Dataset 1there is an accuracy improvement
of around 4% over C-Feel-lt for both 2-class and 3-class
classification. The discourse system accuracy2a81% for 2-
class classification is higher than that of thd&&s classification
accuracy of61.31% This shows that 3-class classification of
tweets is much more difficult than 2-class classtiion.

Accuracy comparisons betwedraseline SVMand Discourse
Systermare performed under a 2-class and a 3-class fitassin
setting, using supervised classification, in theetae space. A
similar feature set, except the discourse featusessed for both
the systemsin Dataset 1 there is an accuracy improvement of
1% in both the 2-class and 3-class classificationiciviihas been
found to be statistically significant. IDataset 2 there is an
accuracy improvement o2% over baseline SVM for 2-class
classification. It is observed that in the 2-class setting, the
discourse system performs better in the lexicorethas
classification with an accuracy 0f2.81% compared to the
supervised classification accuracy #1.75% This is contrary to
the common scenario in text classification, whére supervised
classification system always performs much betteant the
lexicon-based classification. This may be due ® \tbry sparse
feature space, owing to the length limit of twe@#0 characters).
The discourse system attains a high accuracy84®1% in
Dataset 2compared to the accuracy 82.81%in Dataset 1for
lexicon-based classification. In supervised clésdion, the
discourse system has an accuracy70f75%in Dataset land
93.01%in Dataset 2 In the Travel reviewdataset, lexicon-based
classification yielded an accuracy improvement2éb for the
discourse model over simple bag-of-words modeteinse space
In the SVM classification, in theense spaceynder a 2-class
setting, the discourse system achieved an accucdc$8%
compared t@6% accuracy of [19]. A similar feature set has been
used in both the models, which attributes the perémce
improvement to the incorporation of discourse feggun SVM.

The lexicon-based classification suffers from theage of a
generic lexicon in théexeme spacewhere it cannot distinguish
between the various senses of a word. The lexidonsot have
entries for the interjections likwow, duh etc. which are strong
indicators of sentiment. The frequent spelling akss,
abbreviations and slangs used in the tweets ddané entry in
the lexicons. For examplive andgreatare frequently written as
luv and gr8 respectively, which will not be detected. A spell-
checker may help the system in this regard.

The supervised system suffers from a sparse feapaee due to
very short contexts. A concept expansion approachxpand the
feature vectors, may prove to be useful. This i® do the
extensive world knowledge embedded in the tweeaisekample,
the tweet He is a Frankenstetnis tagged as objective. The
knowledge thaFrankensteins a negative concept is not present
in the lexicon. The IWSD algorithm for automatic sense
annotation has an F-Score®8%][20], which means many of the



word-senses were wrongly tagged. A better WSD #lgarmay
improve the system performance in the travel re\detaset.

In the absence gbparsing and tagging information, due to the
noisy nature of the tweets, the scope of the diseomarker has
been heuristically taken till the sentence encherrtext discourse
marker. Consider the sentencewanted to follow my dreams and
ambitions despite all the obstacles, but | did swtceed. Here,
want and ambition will get a polarity+2 each as they appear
beforedespite obstaclewill get a polarity-1 andnot succeedvill
get a polarity-2. Thus the overall polarity i1, whereas the
overall sentiment should beegative This is because we do not
consider thepositional importanceof a discourse marker in the
sentence and consider all the discourse marketset@equally
important. A better method is to give a rankingthe discourse
markers based on thgiositionalandpragmaticimportance.

7. FUTURE WORKS AND CONCLUSIONS

In this work, we showed that the incorporation d$cdurse
markers in a bag-of-words model improves the seiim
classification accuracy bg - 4% This approach is particularly
beneficial for applications dealing with noisy texhereparsing
andtaggingdo not perform very well.

Most of the works in micro-blogs, likewitter, build on a bag-of-
words model that ignores the discourse markersd@vieonstrated
an approach to incorporate discourse informatioimgrove their
performance, retaining the simplicity of the bagaafrds model.
We validated this claim on two different datasetmifually and
automatically annotated) frorfiwitter, where we achieved an
accuracy improvement @ for lexicon-based classification over
an existing application [18], and 2% for supervistassification
over the baseline SVM with advanced features. V8e ahowed
that our method fares well for structured reviewswell, where
we achieved similar accuracy improvements over.[19]

The method can be further improved by employing ceph
expansion to extend the context. A ranking of disse features,
based on theipositional importanceandpragmatics and a better
selection of their scope may improve the systerfopmance.
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