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Abstract

Document representation is a crucial step in any
Information Retrieval (IR) system. Since most of the
traditional methods do not consider much of semantic
or syntactic information, the representation becomes
insufficiently informative for an IR task. We de-
scribe a novel approach to incorporating Natural Lan-
guage Processing (NLP) in document representation
for addressing this problem. Use is made of addi-
tional information about the sentences, viz., (i) syn-
tactic links among the words found by the Link Parser
and (ii) heuristically determined semantic attributes of
the words. After mapping this information to the doc-
ument level using Self-Organizing Map (SOM), we use
it for embellishing the document vectors constructed
by the TFIDF method. The efficacy of the proposed
method is established by showing that the document
vectors (i) have higher mutual information content
and (ii) achieve better class separation.

Keywords: Natural Language Processing (NLP), In-
formation Retrieval (IR), text representation, Link
Grammar, semantic attributes, Self-Organizing Map
(SOM)

1 Introduction
The use of syntax and semantics for information

retrieval (IR) is well studied in the literature. While
many researchers accept the fact that in principle,
such additional information should help in improv-
ing IR [17], there are divergent views on whether and
how to use this information. For instance, Bowen Hui
[7] examined some limitations of traditional IR sys-
tems and laid out the motivation for applying NLP
techniques to IR, focusing at the same time on only
morphological processing and stressing that ”not all
natural language phenomena apply to IR”. Now the
question is what phenomena are important.

In this paper we investigate the effect of some of
such phenomena like link information and word at-
tributes on IR. It is obvious that the better the docu-
ments are represented in terms of vectors, the better

will be the performance of an IR system built using
them. We, therefore, focus on representing the docu-
ments in a better way using with some NLP techniques
in this paper. We argue that incorrectness and insuffi-
ciency of the information are two major drawbacks of
traditional document representation schemes and fo-
cus on addressing the problem of insufficiency of the
information. The rest of the paper is mainly organized
in four parts. Part I sets the motivation behind using
NLP for IR in general and link and attributes infor-
mation in particular. Part II describes our method
for collecting additional information about the docu-
ments using Link Grammar [24] and other heuristics.
This part demonstrates how relations and attributes
information can help in supplying some additional and
useful information about the documents. In order to
measure the goodness of generated document vectors,
we follow the intuition and compelling experimental
evidences provided by Rong Jin et al. [8] that the
more informative the document vectors are, the better
will be the performance of IR using these vectors. We,
therefore, find the informativeness of the document
vectors, which is explained in part III of the paper. In
part IV we provide additional support for our method
by finding interclass distance for traditional method
and our proposed method. In section 9 we conclude
that careful use of NLP can indeed improve perfor-
mance of an IR system.

I Motivation behind using NLP
for IR

In this part we analyze the shortcomings of tra-
ditional methods of document representation and set
the motivation for using NLP for IR in general, and
document representation in particular. Here we are
considering vector space model [20], which is the most
accepted and widely used method for document rep-
resentation.
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2 Shortcomings of the Traditional
Methods

It is expected that the representation of documents
should reflect the knowledge meant to be conveyed by
the documents. The traditional methods for represen-
tation of documents like Term Frequency (TF) [21],
Term Frequency with Inverse Document Frequency
(TFIDF) [9], Weighted IDF (WIDF) [25] etc. do not
consider the senses of the words or their mutual se-
mantic relations. This causes problems. For exam-
ple, the two sentences John is eating the apple, stand-
ing beside the tree and The apple tree stands beside
John’s house have the same set of content words (ex-
cept house), but mean entirely different things. On
the other hand, the sentences John is an intelligent
boy and John is a brilliant lad mean almost the same
thing. In general, the vector space model of document
representation [20] using bag of words, suffers from two
problems:

1. Incorrectness of information
Synonymy (more than one word having the same
sense), and polysemy (single word having more
than one sense) affect recall and precision respec-
tively [4]. There are many studies for solving
these problems using Word-Sense Disambiguation
(WSD) [14, 1, 15]. However, [22] reports that
disambiguation accuracy of at least 90% is re-
quired to avoid the degradation of effectiveness
of retrieval.

2. Insufficiency of information
Many times merely considering the words of a
document may not be enough for representation
as a document is not a bag of words. For ex-
ample, consider two documents using the same
set of words, but one talks in a positive sense,
while the other talks in a negative sense. Since
the traditional methods of document representa-
tion do not have the mechanism to capture the
tone or the structure of the document, both of
these documents will get almost the same vector
representation. This results in coarse clustering
or poor precision when such vectors are used in
an IR system. It is obvious that a document is
represented more appropriately if syntactic and
semantic information is included.

The present paper is concerned with this issue of
insufficiency of information.

II Using Relations and
Attributes for Extending

Document Vectors

In this part we describe a method for using relations
and attributes for capturing some semantic informa-
tion about the documents that can be used to augment
the TFIDF document vectors. Since Link Grammar
considers a sentence as the unit, we first represent the
sentences using Self-Organizing Map (SOM) accord-
ing to their relations and attributes (section 4). This
map, called Sentence Category Map (SCM), is then
used to construct the extended portion of the docu-
ment vector for each document (section 5).

3 Motivation for using Semantic Rela-
tions and Attributes

Consider the following sentences:

1. John plays football.

2. John did not play football.

3. John likes to play football.

4. John cannot play football.

5. He asked John to play football.

Traditional frequency based methods represent all
these sentences1 in the same way. However, there are
differences among these sentences with respect to the
tense, intention or ability of the agent, positive or neg-
ative connotation, semantic roles of the words and so
on. These details demand a deeper analysis of the
text. To facilitate this, we use Link Grammar [24] as
one of the tools, which provides the link information
among the words of a sentence. For example, for the
sentence John plays football, the Link parser outputs

+--Ss-+----Os---+
| | |

John plays.v football.n

where John is the subject of play and football the
object. Additionally, we make use of heuristics that
capture semantic attributes. Table 1 show the list of
attributes along with their explanations.

1All words other than John, play, and football are eliminated
as stop words [26].
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Attribute Meaning
not Negative sense
present Present tense
past Past tense
future Future tense
def Definite
indef Indefinite
contrast Shows contrast in statements
ability Demonstrates ability of some act
should To do something as a matter of course
may Possibility that something is true or

happens
just Expresses an event or a state that has

just begun or ended
yet Expresses an event or a state that has

not yet begun or started
progress An event is in progress
request Request for something

Table 1: Semantic attributes and their meanings

4 Forming Sentence Category Map
(SCM)

Since extracting links information and heuristic
analysis is done at the sentence level, we need to ex-
tend it to the document level in order to obtain docu-
ment representation. We make use of Self-Organizing
Map (SOM) for this purpose. SOM falls under a
special class of neural networks based on competitive
learning [5]. In such neural networks, output neurons
of the network compete among themselves to be ac-
tivated or fired, with the result that only one output
neuron, or one neuron per group, is on at any one
time. An output neuron that wins the competition is
called a winner takes all neuron or simply a winning
neuron [27]. Various characteristics like approxima-
tion of the input space, topological ordering, density
matching, and ability to select the best features, make
SOM ideal for performing tasks like pattern organiza-
tion [5].

In order to use SOM for organizing sentences, we
partly follow the design of WEBSOM [6, 12] - a very
famous implementation of SOM for document cluster-
ing. The first stage of WEBSOM consists of forming
the word category map (WCM), which is also referred
to as semantic SOM [19] or contextual map [11]. The
input to this stage is a set of patterns. These pat-
terns are prepared for words using their average short
context. In our case, we need to encode the sentences

to generate input patterns. This step along with the
procedure for training the SOM (as given by Kohonen
[11]) is given in the following algorithm.

1. Input patterns generation: There are 107 Link
Grammar relations and 14 attributes that we gen-
erate. Therefore, form a vector of size 121 for each
sentence assigning. Each component of this vec-
tor will denote the count for the corresponding
link or attribute in that sentence.

2. Initialization. Seclect the size of the SOM. We
chose 20x20 (400 neurons). With each neuron
j, there will be a weight vector wj associated.
Choose random values for the initial weight vec-
tors wj(0). The only restriction here is that the
wj(0) be different for j = 1, 2, ..., l, where l is the
number of neurons in the lattice. It may be desir-
able to keep the magnitude of the weights small.

3. Sampling. Draw a sample X from the input space
of N vectors.

4. Similarity Matching. Find the best-matching
(winning) neuron i(X) at time step n by using
the Euclidean minimum distance criterion

i(X) = arg

(
min

j
||X(n) − wj(n)||

)
, j = 1, 2, ..., l

(1)

5. Updating. Adjust the weight vectors of all neu-
rons by using the update formula

wj(n+1) = wj(n)+η(n)hj,i(X)(n)(X(n)−wj(n))
(2)

where η(n) is the learning-rate parameter, and
hj,i(X)(n) is the neighborhood function (we used
Gaussian) centered around the winning neuron
i(X); both η(n) and hj,i(X)(n) are varied dynam-
ically during learning for the best results as shown
in [5].

6. Continuation. Continue with steps 3, 4, and 5
until no noticeable changes in the feature map
are observed.

This scheme is shown in Figure 1. We chose to
train a SOM of size 20 × 20. The results of various
stages of the algorithm are shown in Figures 2, 3, and
4. These figures represent the effect of input patterns
on the SOM. Since initially the weight vectors corre-
sponding to neurons are initialized to some random
values, the input patterns get mapped at any position
on the map. As the ordering of weight vectors accord-
ing to the input patterns takes place, we can see a
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Figure 1: SCM formation

gradual organization in the map. More details about
this procedure can be found in [11, 5].

After the map is constructed, we can observe a kind
of organization of sentences according to their seman-
tic representation given by the relations and the at-
tributes. Therefore, we call it Sentence Category Map
(SCM).

5 TFIDF Vectors Enhancement with
SCM

Once the sentences are organized using SOM, we
can find the representation for the documents using
the following algorithm.

1. For every document do the following. Take every
sentence’s vector and input it to the trained SCM.
Find the winning neuron. This constitutes one hit
on that neuron.

2. Collect hit information from all the neurons and
construct a vector using it. In our case this vector
is of size 400.

3. Append this vector to the normal TFIDF vector
for the document.

This scheme is shown in Figure 5.
The resulting vectors incorporate additional and use-
ful information about the document. They are ex-
pected to give better semantic representation of the
document. This goodness is justified in the next two
parts of the paper.

Figure 2: Initialization

Figure 3: Ordering
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Figure 4: Fine tuning

III Evaluating the Goodness of
Document Vectors using

Information Content

It is very essential to check how well the documents
are represented in terms of vectors by a particular
scheme. Typically, researchers build the whole IR sys-
tem and find precision-recall parameters [2]. This kind
of evaluation method requires human judgments about
the relevance of the documents to the queries. It has
some disadvantages like difficulty in getting enough
amount of relevance judgments by humans [10], and
unreliability of such judgments [16]. We, therefore,
used the method proposed by Rong Jin et al. in their
SIGIR 2001 paper [8] to find the goodness of document
vectors. The method is derived from the concepts of
Latent Semantic Indexing (LSI) [3] and information
theory [23]. This part describes the proposed method
in brief with our experiments and results.

6 Intuition Behind Using Mutual In-
formation for Goodness Measure-
ment

In this section we analyze how to measure the in-
formation content of document vectors for evaluating
their goodness. In order to understand this, we need
to enumerate few concepts from information theory.
As shown by Shannon [23] in his classical work on in-
formation theory, entropy of an event C can be defined
using its probability distribution pi as

Text
document

Sentence

Sentence Category
Map (SCM)

vectors

Document vector

Trained

Hits information

Sentences

Figure 5: Extending document vectors

H(C) = −
l∑

i=1

pi · log(pi) (3)

where l is the total number of discrete states. The
conditional entropy H(C|D) can be calculated as

H(C|D) = H(C,D) − H(D) (4)

where H(C,D) is the joint entropy of events C and
D. In particular, the conditional entropy can be found
using

H(C|D) = −
l∑

i=1

l∑
j=1

pj · p(i|j) · log(p(i|j)) (5)

where pj is the probability distribution of random vari-
able D and p(i|j) is the conditional probability distri-
bution for random variable C given random variable
D.

Now we describe how to measure information con-
tent using entropy. According to the definition [18],
the mutual information I(C,D) can be evaluated as2

2More information about how the information content is re-
lated to the entropy can be found in [23, 13].
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I(C,D) = H(C) + H(D) − H(C,D) (6)
= H(C) + H(D) − H(C|D) − H(D) (7)

(from equation 4)
= H(C) − H(C|D) (8)

i.e., the difference between H(C), the entropy of the
random variable C, and H(C|D), the average entropy
of the random variable C given the value of the ran-
dom variable D. The entropy of a random variable C
represents the uncertainty in guessing the value of the
random variable C. Therefore, the mutual information
I(C,D) measures the decrease of the uncertainty in the
value of the random variable C caused by knowing the
value of the random variable D.

Linking this understanding to the document rep-
resentation case, the two random variables C and D
correspond to the document content (described in the
next section), and the document vectors respectively.
Therefore, H(C) represents the uncertainty in guess-
ing the content of a document, given that we only
know that the document is in the collection, while the
conditional entropy H(C|D) measures the uncertainty
about the document content given that we are pro-
vided the representation vectors for the documents.
The difference between these two entropies, i.e., the
mutual information I(C,D), indicates the decrease of
the uncertainty about knowing the document content.
In other words, it tells us how much more confidence
we gain in guessing the document content after seeing
the document vectors. Thus, the mutual information
I(C,D) reflects the informativeness of the document
vectors generated by the term weighing schemes giv-
ing the sense of goodness of these schemes.

The intuition that more informative vectors help in
improving IR is verified by Rong Jin et al. [8] through
large scale experiments. The authors conducted their
experiments on four different term weighing schemes
over six different collections. These test collections
were taken from TREC, the size of which varied from
small collection with 20,000 documents to fairly large
collection with 160,000 documents. The average size
of the document also varied very much from collection
to collection. In such diversity of the corpora also
they found that the average precision measures were
quite consistent with mutual information in every sin-
gle case. These compelling experiments prove that the
more informative the document vectors are, the better
will be the performance of IR using these vectors.

7 Mutual Information of Document
Vectors

In this section we formalize the ideas expressed in
the previous section. Here we are providing the nec-
essary mathematical formulation only. The reader is
referred to [8] for more details.

Let n be the number of documents in the collec-
tion. Let d1, d2, ..., dn be the document vectors in term
space. Let M be the document-term matrix. Each
number Mij in the matrix M represents the weight
of the jth word in the ith document. Let D be the
document-document matrix, which can be found as

D = MMT (9)

As defined earlier, C is the random variable for doc-
ument content. We define document content as a set
of weighted concepts and each concept corresponds to
an eigenvector of the document-document matrix D.
Thus, the random variable C is essentially related to
and can be defined in the following way: the random
variable C can only take one of the values from the set
of eigenvectors v1, v2, ..., vn and the eigenvalue λi indi-
cates the importance of the eigenvector vi. Therefore,
we can assume that the probability for the random
variable C to be the eigenvector vi is proportional
to the eigenvalue λi, which enables us to define the
probability distribution for random variable C as the
following.

P (C = vi) =
λi

n∑
j=1

λj

, 1 ≤ i ≤ n (10)

The random variable D corresponds to the docu-
ment vectors. The possible values that it can take are
the set of document vectors in the document collec-
tion, i.e., d1, d2, ..., dn. Since every document in the
collection is equiprobable, we can assume the uniform
distribution for the random variable D, that is, the
probability for the random variable D to be any doc-
ument vector di is a constant, or

P (D = di) =
1
n

, 1 ≤ i ≤ n (11)

Now, the document can be viewed as a set of con-
cepts and the weight for each concept is given by the
projection of the document vector on the correspond-
ing axis. Therefore, we can assume that the proba-
bility for a document to contain some particular con-
cept is proportional to the projection of the document
vector on the corresponding concept axis. Thus, the
conditional probability P (C = vi|D = dj) would be
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proportional to the projection of document vector dj

on the concept axis vi, that is:

P (C = vi|D = dj) =
|dT

j vi|
n∑

k=1

|dT
j vk|

(12)

With all these probabilities defined, we can find
their respective entropies and finally, the mutual infor-
mation as defined in equation 8. The more this mutual
information for a given method of vector generation,
the better is that method.

8 Goodness using Mutual Information
We used British National Corpus (BNC) for our

experiments. It is a 100 million word collection of
samples from a wide range of sources, designed to rep-
resent a wide cross-section of current British English.
The text corpus includes extracts from regional and
national newspapers, specialist periodicals and jour-
nals for all ages and interests, academic books and
popular fiction, published and unpublished letters and
memorandums, school and university essays, among
many other kinds of text. The detail of the documents
used for our experiments is given in the following ta-
ble.

Class Number of docs
Applied science 60
Arts 121
Belief 69
Commerce 92
Imaginative 114
Leisure 180
Natural science 49
Social science 202
World affairs 213
Total 1,100

Table 2: BNC Documents used

Method H(C) H(C|D) I(C,D)
TFIDF 5.5818 2.8458e-6 5.5818
Extended TFIDF 5.6664 2.4029e-6 5.6664

Table 3: Mutual information for various term weighing
schemes

The following observations can be made from the
above results:

1. The H(C|D) value of extended TFIDF method
is less than normal TFIDF method, which means
that the uncertainty of guessing the document
content with our method is less than the tradi-
tional TFIDF method.

2. Our method gives more mutual information show-
ing better representation of the documents.

IV Evaluation using Interclass
Distance

As shown in table 2 we used 1,100 documents from
nine classes of BNC. After obtaining the vector rep-
resentation of these documents using TFIDF and our
proposed method described in this paper, we found
interclass distances for them. The results for both
these schemes are given in tables 4 and 5. They are
also summarized in figure 6. As can be seen from the
results, our method is able to separate classes better
than the traditional TFIDF method.

Figure 6: Interclass distance
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Class 1 2 3 4 5 6 7 8 9 Min Max Avg
1 0.00 28.25 8.63 20.04 26.59 36.75 13.80 39.51 41.55 8.63 41.55 23.90
2 28.25 0.00 21.44 9.93 3.35 10.61 39.83 16.98 21.01 3.35 39.83 16.82
3 8.63 21.44 0.00 13.16 19.79 30.00 20.45 33.21 35.56 8.63 35.56 20.25
4 20.04 9.93 13.16 0.00 8.20 18.69 31.74 23.12 26.32 8.20 31.74 16.80
5 26.59 3.35 19.79 8.20 0.00 12.18 38.21 18.07 21.92 3.35 38.21 16.48
6 36.75 10.61 30.00 18.69 12.18 0.00 48.29 12.95 17.79 10.61 48.29 20.81
7 13.80 39.83 20.45 31.74 38.21 48.29 0.00 50.52 52.19 13.80 52.19 32.78
8 39.51 16.98 33.21 23.12 18.07 12.95 50.52 0.00 12.49 12.49 50.52 22.98
9 41.55 21.01 35.56 26.32 21.92 17.79 52.19 12.49 0.00 12.49 52.19 25.42

Avg 9.06 43.34 21.80

Table 4: Interclass distance using normal TFIDF vectors

Class 1 2 3 4 5 6 7 8 9 Min Max Avg
1 0.00 38.81 11.27 27.09 36.59 50.78 18.23 51.18 50.73 11.27 51.18 31.63
2 38.81 0.00 28.90 13.00 3.61 13.54 55.40 18.12 21.36 3.61 55.40 21.42
3 11.27 28.90 0.00 17.15 26.69 40.90 28.02 41.75 41.77 11.27 41.77 26.27
4 27.09 13.00 17.15 0.00 10.73 25.14 43.76 27.23 28.56 10.73 43.76 21.41
5 36.59 3.61 26.69 10.73 0.00 15.69 53.21 19.62 22.45 3.61 53.21 20.96
6 50.78 13.54 40.90 25.14 15.69 0.00 67.34 13.39 19.02 13.39 67.34 27.31
7 18.23 55.40 28.02 43.76 53.21 67.34 0.00 67.27 66.34 18.23 67.34 44.40
8 51.18 18.12 41.75 27.23 19.62 13.39 67.27 0.00 13.01 13.01 67.27 27.95
9 50.73 21.36 41.77 28.56 22.45 19.02 66.34 13.01 0.00 13.01 66.34 29.25

Avg 10.90 57.07 27.84

Table 5: Interclass distance using extended TFIDF vectors
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9 Conclusion
In this paper we investigated the importance of us-

ing NLP for improving Information Retrieval (IR). We
identified document representation as a crucial step in
an IR system and found that incorrectness and insuf-
ficiency of information are the major problems with
traditional methods of document representation. We
proposed to use Link Grammar and some other heuris-
tics for addressing the problem of insufficiency of the
information. We showed how to extend TFIDF vec-
tors with the help of Self-Organizing Map (SOM). In
order to find how good these document vectors were
constructed, we used their information content as a
measure. Since it is shown by Rong Jin et al. in SIGIR
2001 [8] with very large scale experiments that this
measure is highly correlated with the precision-recall
measurements in a typical IR system, we concluded
that our proposed methods do aid in improving IR. In
addition to this, we also found the interclass distances
for TFIDF as well as our method and further provided
the support for our proposed method. We are working
toward applying our method for many other corpora
and IR applications.
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