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Abstract

In this paper, we propose a novel method
for combining deep learning and classical
feature based models using a Multi-Layer
Perceptron (MLP) network for financial
sentiment analysis. We develop various
deep learning models based on Convolu-
tional Neural Network (CNN), Long Short
Term Memory (LSTM) and Gated Recur-
rent Unit (GRU). These are trained on
top of pre-trained, autoencoder-based, fi-
nancial word embeddings and lexicon fea-
tures. An ensemble is constructed by com-
bining these deep learning models and a
classical supervised model based on Sup-
port Vector Regression (SVR). We eval-
uate our proposed technique on a bench-
mark dataset of SemEval 2017. The pro-
pose model shows impressive results on
two datasets, i.e. microblogs and news
headlines datasets. Comparisons show
that our proposed model performs better
than the existing state-of-the-art systems
for the above two datasets by 2.0 and 4.1
cosine points, respectively.

1 Introduction

Microblog messages and news headlines are freely
available on Internet in vast amount. Dynamic na-
ture of these texts can be utilized effectively to
analyze the shift in the stock prices of any com-
pany (Goonatilake and Herath, 2007). By keep-
ing a track of microblog messages and news head-
lines for financial domain one can observe the
trend in stock prices, which in turn, allows an in-
dividual to predict the future stock prices. An
increase in positive opinions towards a particular
company would indicate that the company is do-
ing well and this would be reflected in the increase

in company stock prices and vice-versa. Benefits
of such analysis are two-fold: (i). an individual
can take informed decision before buying/selling
his/her share; and (ii). an organization can utilize
this information to forecast its economic situation.

Sentiment prediction is a core component of
an end-to-end stock market forecasting business
model. Thus, an efficient sentiment analysis sys-
tem is required for real-time analysis of financial
text originating from the web. Sentiment analy-
sis in financial domain offers more challenges (as
compared to product reviews domains etc.) due
to the presence of various financial and techni-
cal terms along with numerous statistics. Coarse-
level sentiment analysis in financial texts usually
ignores critical information towards a particular
company, therefore making it unreliable for the
stock prediction. In fine-grained sentiment anal-
ysis, we can emphasize on a given company with-
out losing any critical information. For example,
in the following tweet sentiment towards $APPL
(APPLE Inc.) is positive while negative towards
$FB (Facebook Inc.).

‘$APPL going strong; $FB not so.’

In literature, many methods for sentiment anal-
ysis from financial news have been described.
O’Hare et al. (2009) used word-based approach
on financial blogs to train a sentiment classifier for
automatically determining the sentiment towards
companies and their stocks. Authors in (Schu-
maker and Chen, 2009) use the bag-of-words and
named entities for predicting stock market. They
successfully showed that the stock market behav-
ior is based on the opinions. A fine-grained sen-
timent annotation scheme was incorporated by
(de Kauter et al., 2015) for predicting the explicit
and implicit sentiment in the financial text. An ap-
plication of multiple regression model was devel-
oped by (Oliveira et al., 2013).



In this paper, we propose a novel Multi-Layer
Perceptron (MLP) based ensemble technique for
fine-grained sentiment analysis. It combines the
outputs of four systems, one is feature-driven su-
pervised model and the rest three are deep learning
based.

We further propose to develop an enhanced
word representation by learning through a stacked
denoising autoencoder network (Vincent et al.,
2010) using word embeddings of Word2Vec
(Mikolov et al., 2013) and GloVe (Pennington
et al., 2014) models.

For evaluation purpose we use datasets of
SemEval-2017 ‘Fine-Grained Sentiment Analysis
on Financial Microblogs and News’ shared task
(Keith Cortis and Davis, 2017). The dataset com-
prises of financial short texts for two domains i.e.
microblog messages and news headlines. Com-
parisons with the state-of-the-art models show that
our system produces better performance.

The main contributions of the current work are
summarized as follows: a) we effectively com-
bine competing systems to work as a team via
MLP based ensemble learning; b) develop an en-
hanced word representation by leveraging the syn-
tactic and semantic richness of the two distributed
word representation through a stacked denoising
autoencoder; and c) build a state-of-the-art model
for sentiment analysis in financial domain.

2 Proposed Methodology

We propose a Multi-Layer Perceptron based en-
semble approach to leverage the goodness of
various supervised systems. We develop three
deep neural network architecture based models,
viz. Convolution Neural Network (CNN) (Kim,
2014), Long Shrort Term Memory (LSTM) net-
work (Hochreiter and Schmidhuber, 1997) and
Gated Recurrent Unit (GRU) network (Cho et al.,
2014)). The other model is based on Support
Vector Regression (SVR) (Smola and Schölkopf,
2004) based feature-driven system.

The classical feature based system utilizes a
diverse set of features (c.f. Section 2.D). On
the other hand we train a CNN, a LSTM and
a GRU network on top of distributed word rep-
resentations. We utilize Word2Vec and GloVe
word representation techniques to learn our fi-
nancial word embeddings. Since Word2Vec and
GloVe models capture syntactic and semantic re-
lations among words using different techniques

(Word2Vec: given a context, a word is predicted
or vice-versa; GloVe: count-based model utiliz-
ing word co-occurrence matrix), some applica-
tions adapt well to Word2Vec while others per-
form well on GloVe model. We, therefore, at-
tempt to leverage the richness of both the models
by using a stacked denoising autoencoder.Finally,
we combine predictions of these models using the
MLP network in order to obtain the final sentiment
scores. An overview of the proposed method is de-
picted in Figure 1.

Figure 1: MLP based ensemble architecture.

A. Convolution Neural Network (CNN): Lit-
erature suggests that CNN architecture had been
successfully applied for sentiment analysis at
various level (Kim, 2014; Akhtar et al., 2016;
Singhal and Bhattacharyya, 2016). Most of these
works involve classification tasks, however, we
adopt CNN architecture for solving the regres-
sion problem. Our proposed system employs a
convolution layer followed by a max pool layer,
2 fully connected layers and an output layer. We
use 100 different filters while sliding over 2, 3 and
4 words at a time. We employ all these filters in
parallel.

B. Long Short Term Memory Network
(LSTM): LSTMs (Hochreiter and Schmidhuber,
1997) are a special kind of recurrent neural
network (RNN) capable of learning long-term
dependencies by effectively handling the vanish-
ing or exploding gradient problem. We use two
LSTM layers on top of each other having 100
neurons in each. This was followed by 2 fully
connected layers and an output layer.

C. Gated Recurrent Unit (GRU): GRUs (Cho
et al., 2014) are also a special kind of RNN which
can efficiently learn long-term dependencies. A
key difference of GRU with LSTM is that, GRU’s
recurrent state is completely exposed at each time
step in contrast to LSTM’s recurrent state which



controls its recurrent state. Thus, comparably
GRUs have lesser parameters to learn and training
is computationally efficient. We use two GRU
layers on top of each other having 100 neurons
in each. This was followed by 2 fully connected
layers and an output layer.

D. Feature based Model (SVR): We extract and
implement following set of features to learn a
Support Vector Regression (SVR) (Smola and
Schölkopf, 2004) for predicting the sentiment
score in the continuous range of -1 to +1.
- Word Tf-Idf: Term frequency-inverse docu-
ment frequency (tf-idf) is a numerical statistic that
is intended to reflect how important a word is
to a document in a corpus. We consider tf-idf
weighted counts of continuous sequences of n-
grams (n=2,3,4,5) at a time.
- Lexicon Features: Sentiment lexicons are
widely utilized resources in the field of sentiment
analysis. Its application and effectiveness in senti-
ment prediction task had been widely studied. We
employ two lexicons i.e. Bing Liu opinion lexi-
con (Ding et al., 2008) and MPQA (Wilson et al.,
2005) subjectivity lexicon for news headlines do-
main. First we compile a comprehensive list of
positive and negative words form these lexicons
and then extract the following lexicon driven fea-
tures.

Agreement Score : This score indicates the po-
larity of the sentence i.e. whether the sentence
takes a polar or neutral stance. If the agreement
score is 1 then it implies that the instance is of
having either high positive or negative sentiment
whereas, a 0 agreement score indicates a mixed
or disharmony in the positive and negative senti-
ment implying the sentence is not polar (Rao and
Srivastava, 2012).

A = 1 −

√
1 −

∣∣∣Tpos − Tneg

Tpos + Tneg

∣∣∣
Class score : Each text is assigned a class score
indicating an overall sentiment value. The
class score is -1, 0 or +1 depending on whether
Tpos is less than, equal to or greater than Tneg.
This helps in detecting the correct class of the
sentence.

We also use four Twitter specific sentiment lexi-
cons. These are NRC (Hashtag Context, Hashtag
Sentiment, Sentiment140, Sentiment140 Context)

lexicons (Kiritchenko et al., 2014; Mohammad
et al., 2013) which associate a positive or negative
score to a token. Following features are extracted
for each of these: i) positive, negative and net
count. ii) maximum of positive and negative
scores. iii) sum of positive, negative and net
scores.
- Vader Sentiment: Vader sentiment (Gilbert,
2014) score is a rule-based method that generates
a compound sentiment score for each sentence
between -1 (extreme negative) and +1 (extreme
positive). It also produces ratio of positive,
negative and neutral tokens in the sentence. We
obtain score and ratio of each instance in the
datasets and use as feature for training.

Network parameters for CNN, LSTM & GRU:
In the fully connected layers we use 50 and 10
neurons , respectively for the two hidden layers.
We use Relu activations (Glorot et al., 2011) for
intermediate layers and tanh activation in the final
layer. We employ 20% Dropout (Srivastava et al.,
2014) in the fully connected layers as a measure
of regularization and Adam optimizer (Kingma
and Ba, 2014) for optimization.

E. MultiLayer Perceptron (MLP) based En-
semble: Ensemble of models improves the pre-
diction accuracy by combining the outputs of all
the individual models. It exploits the strengths of
all the participating models. Some of these exiting
ensemble techniques cover a wide variety of tradi-
tional approaches such as bagging, boosting, ma-
jority voting, weighted voting (Xiao et al., 2013;
Remya and Ramya, 2014; Ekbal and Saha, 2011)
etc. In recent times Particle Swarm Optimization
based ensemble technique (Akhtar et al., 2017) has
been proposed for aspect based sentiment anal-
ysis. However, our current work differs signifi-
cantly w.r.t. the methodology that we adapt as well
as the problem domain that we focus on.

In this work we propose a new ensemble tech-
nique based on MLP which learns on top of the
predictions of candidate models. We use a small
MLP network consisting of 2 hidden layers (4 neu-
rons in each) and an output layer. We use Relu
activations for hidden layers and tanh activation
in the final layer. We employ 25% dropout in the
intermediate layers and use Adam optimizer dur-
ing backpropagation. The output of this network
serves as the final prediction value.



We separately train and tune all the four models
(Section 2.A - 2.D ) for both the domains. Evalu-
ation shows that results of these individual models
are encouraging, and an effective combination of
these through the proposed ensemble further in-
creases the performance.
Word Embeddings: Distributed representation
models such as Word2Vec and Glove are generally
very effective in a multitude of natural language
processing tasks. Quality of any word embedding
directly depends upon two entities: a) in-domain
corpus and b) size of the corpus. Pre-trained
word embeddings of Word2Vec (PWE-W2V) and
GloVe (PWE-GLV) serve general purpose rather
than focusing on a specific domain. Since we are
addressing the problem in financial text we train
and use our own embedding for financial domain
corpus (FWE-W2V & FWE-GLV). We collected
126,000 financial news articles from Google News
having a total of 92 million tokens. Although the
corpus size is not as large as pre-trained word em-
bedding corpus, it works reasonably well (c.f Ta-
ble 1).

We obsereve that Word2Vec and GloVe word
embeddings are quite competitive. In some
cases GloVe has the advantage while in others
Word2Vec performs better. Therefore, we de-
rive a new hybrid word embedding model using
a stacked denoising autoencoders (DAWE). A de-
noising autoencoder (Vincent et al., 2010) is a
neural network which is trained to reconstruct a
clean repaired input from a noisy version of the
input. Following (AP et al., 2014), we combine
pretrained Word2Vec and GloVe representation of
a word and fed it to the network in order to capture
the richness of both representations. The input to
the network is a combined 600 dimensional vec-
tor (300 W2V + 300 GLV) with statistically added
salt-and-pepper noise.

In total we employ five different word embed-
ding models for both the domains. Dimension of
all these word embeddings are set to 300. While
training our deep learning models, we keep the
word embeddings dynamic so that they can be
fine-tuned during the process.

3 Experiments, Results and Analysis

Dataset: We evaluate our proposed approach on
the benchmark datasets of SemEval-2017 shared
task 5 on ‘fine-grained sentiment analysis on fi-
nancial microblogs and news’ (Keith Cortis and

Davis, 2017). The two datasets consist of financial
texts from Microblogs (Twitter and StockTwits)
and News, respectively. There are 1,700 and 1,142
instances of microblog messages and news head-
lines in the training data. The test dataset com-
prises of 800 microblog messages and 491 news
headlines.
Experiments: We use Python based libraries
Keras and Scikit-learn for the implementation.
Following the shared task guideline we use co-
sine similarity as the metric for evaluation. Cosine
score represents the degree of agreement between
predicted and actual values.

Table 1 shows evaluation of our various mod-
els. In microblog dataset we obtain the best cosine
similarities of 0.724, 0.727, 0.721 and 0.765 for
CNN, LSTM, GRU and feature based systems, re-
spectively. Similarly, for news datasets we obtain
the best cosine similarities of 0.722, 0.720, 0.721
and 0.760. It can be observed that results for all
the models are numerically comparable, however,
on a qualitative side they are quite contrasting in
nature. Figure 2 shows the contrasting nature of
different models for microblog messages. The
predicted output of different models (i.e. CNN,
LSTM, GRU and SVR) are often complimentary
in nature. In some case, one model predicts cor-
rectly (or, closer to the gold output), while other
models make incorrect predictions and the vice-
versa. We also observe the same phenomena for
news headline. Motivated by this contrasting be-
havior we choose to combine the predictions of
these models.
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Figure 2: Contrasting nature of different models
w.r.t. to the gold standard values; Sample size:30.

Consequently, we construct an ensemble by
taking the best performing deep learning (CNN,
LSTM and GRU each) and classical feature based
(SVR) models using a MLP network. The pro-
posed ensemble yields enhanced cosine scores of
0.797 and 0.786 for the microblog messages and
news headline, respectively.

For comparison we choose two state-of-the-art
systems (ECNU (Lan et al., 2017) and Fortia-FBK
(Mansar et al., 2017)) which were the best per-



forming systems at SemEval-2017 shared task 5.
ECNU reported to have obtained cosine similarity
of 0.777 in microblog as compared to 0.797 co-
sine similarity of our proposed system, whereas,
for news headlines Fortia-FBK reported cosine
similarity of 0.745. ECNU employed several re-
gressors on top of optimized feature set obtained
through hill climbing algorithm. For the final pre-
diction, authors averaged the predictions of differ-
ent regressors. Fortia-FBK trained a CNN with the
assistance of sentiment lexicons for predicting the
sentiment score. It should be noted that both the
systems (ECNU and Fortia-FBK) utilize different
approaches to achieve the stated cosine similarities
on two different domains. The proposed approach
of ECNU does not perform well for the news head-
lines, and Fortia-FBK reported results only for the
news headlines. Our proposed system performs
better compared to these existing systems for both
the domains.This shows that our system is more
robust and generic in nature in predicting the sen-
timent scores. We also perform statistical signifi-
cance test on the obtained results and observe that
the performance gain is significant with p-value =
0.00747. Table 2 depicts the comparative results
on the test datasets.

Models Microblog News
Convolutional neural network (CNN)
C1 PWE-W2V CNN 0.705 0.722
C2 PWE-GLV CNN 0.721 0.697
C3 FWE-W2V CNN 0.710 0.705
C4 FWE-GLV CNN 0.724 0.714
C5 DAWE CNN 0.697 0.698
Long short term memory (LSTM)
L1 PWE-W2V LSTM 0.700 0.704
L2 PWE-GLV LSTM 0.715 0.683
L3 FWE-W2V LSTM 0.727 0.680
L4 FWE-GLV LSTM 0.717 0.691
L5 DAWE LSTM 0.722 0.720
Gated Recurrent Unit (GRU)
G1 PWE-W2V GRU 0.689 0.721
G2 PWE-GLV GRU 0.713 0.705
G3 FWE-W2V GRU 0.715 0.687
G4 FWE-GLV GRU 0.713 0.703
G5 DAWE GRU 0.721 0.712
Feature - SVR
F1 Tf-idf + Lexicon + Vader 0.752 0.749
F2 Tf-idf + Lexicon + Vader + PWE-W2V 0.740 0.731
F3 Tf-idf + Lexicon + Vader + PWE-GLV 0.758 0.745
F4 Tf-idf + Lexicon + Vader + FWE-W2V 0.709 0.702
F5 Tf-idf + Lexicon + Vader + FWE-GLV 0.732 0.725
F6 Tf-idf + Lexicon + Vader + DAWE 0.765 0.760
Ensemble
E1 C4 + L3 + G5 + F6 (MLP) 0.797 0.765
E2 C1 + L5 + G1 + F6 (MLP) 0.779 0.786

Table 1: Cosine similarity score of various models
on test dataset.

Systems Microblogs News
ECNU (Lan et al., 2017) 0.777 0.710
Fortia-FBK (Mansar et al., 2017) - 0.745
Proposed System 0.797 0.786

Table 2: Comparison with the state-of-the-art sys-
tems.

3.1 Error Analysis
We also perform qualitative error analysis on the
obtained results and observe that the proposed sys-
tem faces problems in the following scenarios:
• Presence of implicit negation makes it a non-
trivial task for the proposed system to predict the
sentiment and intensity correctly. For the example
given below, the overall negative sentiment is al-
tered because of the presence of the word ‘breaks’.
Example : Tesco breaks its downward slide by
cutting sales decline in half
Predicted: -0.694 Actual: 0.172

• The proposed system often confuses when the
input text contains a question (?) mark.
Example : Is $FB a BUY? Topeka Capital Mar-
kets thinks so
Predicted: 0.363 Actual: -0.373.

4 Conclusion

In this paper, we have presented an ensemble net-
work of deep learning and classical feature driven
models. Evaluation on the benchmark datasets
show that it performs remarkably well to iden-
tify bullish and bearish sentiments associated with
companies in financial texts. We have imple-
mented a variety of linguistic and semantic fea-
tures for our analysis of the noisy text in Tweets
and news headlines. Our proposed approach
achieves state-of-the-art performance with the in-
crements of 2.0 and 4.1 points over the existing
systems for the tasks of sentiment prediction of fi-
nancial microblog and news data. In future, we
would like to extend our work by creating an end
to end stock prediction system where the system
would predict the future stock prices based on the
sentiment score and stock value of the company.
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