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Abstract

Interlingua and transfer based approaches to madhamslation have long been in use in competing
and complimentary ways. The former proves econdmitasituations where translation among
multiple languages is involved, while the latteugged for pair specific translation tasks. The ol
attraction of an interlingua is that it can be ussda knowledge representation scheme. But given a
particular interlingua, its adoption depends oralidity to (a) capture the knowledge in texts jsely

and accurately and (b) handle cross language divegs. This paper studies the language divergence
between English and Hindi and its implication tocimae translation between these languages using
the Universal Networking Language (UNL). UNL hasebeintroduced by the United Nations
University (UNU), Tokyo, to facilitate the transfand exchange of information over the internehim t
natural languages of the world. The representatiorks at the level of single sentences and defines
semantic net like structure in which nodes are wamdcepts and arcs are semantic relations between
these concepts. Hindi belongs to the Indo Eurogeanly of languages. The language divergences
between Hindi and English can be considered agsepting the divergences between S&ndSVO
class of languages. The work presented here isrtheone to our knowledge that describes language
divergence phenomena in the framework of computatibnguistics through a South Asian language.

1 Introduction

Thedigital divide among people arises not only from the infrastmadttactors like personal
computers and high speed networks, but also frethahnguage Barrier This barrier appears
whenever the language in which information is pné=e is not known to theeceiver of that
information. The Web contents are mostly in Englisid cannot be accessed without some
proficiency in this language. This is true for athenguages too. The Universal Networking
Language (UNL) has been proposed by the UnitecoNsitUniversity (UNU) for overcoming
the language barrier. However, a particular imeuia can be adopted only if it can capture
the knowledge present in natural language docunpeatssely and accurately. Also it should
have the ability to handle cross language divergen©ur work investigates the efficacy of
the UNL as an Interlingua in the context of theglaamge divergences between Hindi and
English. The language divergence between these lamguages can be considered
representative of the divergences between the &@N5VO class of languages.

Researchers have long been investigating the imgeid approach to MT and some of
them have considered the widely used transfer agpras the better alternative (Arnold and
Sadler 1990; Boitet 1988; Vauquois and Boitet 1985}he transfer approackpmeamount
of text analysis is done in the context of the seuanguage and then some processing is
carried out on the translated text in the contdxthe target language. But the bulk of the
work is done on the comparative information ongpecific pair of languages. The arguments
in favour of the transfer approach to MT are (& #meer difficulty of designing a single
interlingua that can be all things to all languaged (b) the fact that translation is, by its very
nature, an exercise in comparative linguistics. Ebeotra system (Schutz, Thurmaet, al,
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1991; Arnold and des Tombes, 1987; King and PeeschR87; Perschke, 1989) in which
groups from all the countries of the European Umpamticipated is based on the transfer
approach. So is the Verbmobil system (Wahister 189onsored by the German Federal
Ministry for Research and Technology.

However, since the late eighties, the interlingppraach has gained momentum with
commercial interlingua based machine translatiostesys being implemented. PIVOT of
NEC (Okumura, Murakiet. al, 1991; Muraki, 1989), ATLAS Il of Fujitsu (Uchid4989),
ROSETTA of Phillips (Landsbergen, 1987) and BSOtéaf, 1988; Schubert, 1988) in the
Netherlands are the examples in point. In thertasitioned, the interlingua is not a specially
designed language, but Esperanto. It is more ecimabno use an interlingua if translation
among multiple languages is required. O2iNconverters will have to be written, as opposed
to N X (N — 1)converters in the transfer approach, whirés the number of languages
involved.

The interlingua approach can be broadly classiiied (a) primitive based and (b)
deeperknowledge representation based. (Schank 1972,,109%; Schank and Abelson
1977; Lytinen and Schank 1982) using ConceptuakDdpncy, the UNITRAN system (Dorr
1992, 1993) using the LCS and Wilk’s system (Wille¥2) are the examples of the former,
while CETA (Vauquois 1975), (Carbonell and Tomig8I), KBMT (Nirenburget. al.1992),
TRANSLATOR (Nirenburg et al. 1987), PIVOT (Murak®87) and ATLAS (Uchida 1989)
are the examples of the latter. The UNL falls iili® latter category.

(Dorr 1993) describes how language divergencesbeahandled using the Lexical
Conceptual Structure (LCS) as the interlingua e WWNITRAN system. The argument is that
it is the complex divergences that necessitataiffecof an interlingua representation. This is
because of the fact that such a representatiomvslkurface syntactic distinctions to be
represented at a level that is independent of tigenllyingmeaningsof the source and target
sentences. Factoring out these distinctions allovass linguistic generalizations to be
captured at the level of the lexical semantic $tmec

The work presented here is the only one to our kedge that describes language
divergences between Hindi and English in a formaywrom the point of view of
computational linguistics. However, several studigs$he linguistic community bring out the
differences between the western and Indian languégleolanath 1987, Gopinathan 1993).
These are presented in section 5.

Many systems have been developed in India for letios to and from Indian
languages. The Anusaaraka system- based on theida@rammar (Akshar Bharadt. al,
1996)- renders text from one Indian language imotlger. It analyses the source language
text and presents the information in the targeguage retaining a flavour of the source
language. The grammaticality constraint is relaaad a special purpose notation is devised.
The aim of this system is to allow language ace@ssnot machine translation. [IT Kanpur is
involved in designing translation support systemited AnglabharatiandAnubharati. These
are for MT between English and Indian languagesasd among Indian languages (Sinha
1994). The approach is based on the word experehutitizing theKarakatheory, a pattern
directed rule base and a hybrid example base. rMé&Raoet. al. 2000)- a human-aided
translation system for English to Hindi- the fodsson the innovative use of man machine
synergy. The system breaks an English sentencelnioks and displays it using an intuitive
browser like representation which the user canfywemnd correct. The Hindi sentence is
generated after the system has resolved the artibgyaind the lexical absence of words with
the help of the user.

We now give a brief introduction to thdniversal Networking Language. It is an
interlingua that has been proposed by the UnitetioNs University to access, transfer and
process information on the internet in the natlmabuages of the world. UNL represents
information sentence by sentence. Each sentencenigerted into a hyper graph having




concepts as nodes and relations as directed avose@ts are calledniversal Words (UWs)
The knowledge within a document is expressed ieetlilimensions:

a. Word Knowledge is represented hjniversal Words (UWSs) which are language
independent. These UWs hawstrictionswhich describe the sense of the word. For
example,drink(icl>liquor) denotes the noutiquor. icl stands for inclusion and
forms anis-a structure as in semantic nets (woods 1985). Thes ldvé picked up
from the lexicon during the analysis into or getierafrom the UNL expressions.
The entries in the lexicon have syntactic and séimattributes. The former depends
on the language word while the latter is obtainexnf the language independent
ontology.

b. Conceptual Knowledge is captured by relating UWough the standard set of
Relations Labels (RLs)(UNL 1998). For exampléjumans affect the environmesit
described in UNL as

agt(affect(icl>do).@present. @entry:01, human(icl>@imal). @pl:13)
obj(affect(icl>do). @present. @entry:01, environmer(icl>abstract thing). @pl:I3)

agt means theagent and obj the object. affect(icl>do), human(icl>animaland
environment(icl>abstract thingare the UWs denoting concepts.

Speaker’s view, aspect, time of the eveit, are captured battribute Labels (ALs).
For instance, in the above example, the attri@entrydenotes the main predicate of
the sentence@presenthepresent tensand@pl the plural number.

The total number of relations in the UNL is curkeril. All these relations are binary and are
expressed asl(UW;, UW,), whereUW; and UW, are universal words or compound UW
labels. A compound UW is a set of binary relatignsuped together and regarded as one
Universal Word. UWs are made up of a charactengtfiisually an English-language word)
followed by a list of restrictions. When used in UBxpressions, a list of attributes and often
an instance ID follow these UWs.

<UW>::=<Head Word>[<Constraint List>][":" <UW ID>][ "." <Attribute List>]

We explain the entities in the above BNF rule. Head Word is an English word or a phrase
or a sentence that is interpreted as a label $&t af concepts. This is also calledBasic UW
(which is without restrictions). For example, thasi UWdrink, with no Constraint List,
denotes the concepts piditting liquids in the mouthiquids that are put in the mouthquids
with alcoho| absorband so on.

The constraint list restricts the interpretationaoflUW to a specific concept. For
example, the restricted UWtink(icl>do, obj>liquid) denotes the concept plitting liquids
into the mouthWords from different languages are linked to théisambiguated UWs and
are assigned syntactic and semantic attributes fbinins the core of the lexicon building
activity.

The UW ID is an integer, preceded by a “", whiddicates the occurrence of two
different instances of the same concept. The Cainstiist can be followed by a list of
attributes, which provides information about howe ttoncept is being used in a particular
sentence. A UNL Expression can also be expressadJa graph. For example,

John, who is the chairman of the company, has gredra meeting at his residence.

TheUNL expressiongor this sentence are as follows:




; UNL =
;John who is the chairman of the company has arrarefd a meeting at his residence.

[S]
mod(chairman(icl>post):01.@ present.@def,company(ieinstitution):02. @def)
aoj(chairman(icl>post):01. @present. @def, John(icl>@rson):00)

agt(arrange(icl>do):03.@entry. @present.@complete. @gd,John(icl>person):00)
pos(residence(icl>shelter):04, John(icl>person):00)

obj(arrange(icl>do):03.@entry. @present.@complete.@pd,meeting(icl>conference):05. @indef)
plc(arrange(icl>do):03.@entry.@present.@complete. @pd,residence(icl>shelter):04)

[/s]

The UNL graph for the sentence is given in figure 1
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Figure 1: UNL graph

In the figure aboveagt denotes theagentrelation, obj the object relation, plc the place
relation,pos is thepossessorelation,mod is themodifierrelation andhoj is theattribute-of-
the-object(used to express constructs lkes B)relation

The international project on the Universal Networking Language involves
researchers from 14 countries of the world andubhe$ 12 languages. For almost all the
languages, the generator from the UNL expressisnguite mature. For the process of
analysis into the UNL form, classical and difficpltoblems like ambiguity and anaphora are
being addressed. All the research groups have dothes same repository of the universal
words which is maintained by the UNDL foundatiorGaneva and the UNU at Tokyo. When
a new UW is coined by a research team it is plaméde UW repository at the UNU site. The
restrictions are drawn from thenowledge basevhich again is maintained by the UNU.
Individual teams have the responsibility of cregtitheir local language serversvhich
provide the services with respect to the analyd and generation from UNL expressions.

The paper is organized as follows. The conceptoahdations, dealing with the
formalisation of the UNL system and the univergatif the lexicon, are given in section 2.
Section 3 describes the use of lexical resourcesemi-automatically constructing a
semantically rich dictionary. Section 4 explaing thorking of the language independent
analyser and generator tools as well as the atliudi and English Analysers and the Hindi
generator. An overview of the major differenceswssin Hindi and English is given in
section 5. This is followed by a detailed descoiptiof the syntactic and lexical-semantic
divergences between Hindi and English from a coatmrial linguistics perspective in
section 6. Section 7 describes our experiencegweldping an MT system using the UNL.
Section 8 deals with issues of disambiguation ensysstem. The paper ends with conclusions
and future directions in section 8.




2 Conceptual Foundations

The strongest criticism against the interlinguaeblagpproach is that it requires the system
designer to define a set of primitives which allovoss language mappings. This task is
looked upon as a very hard one (Vauquois and Bb#&85). (Wilks 1987) says,

The notion of primitives in Al NL systems mighttle they constitute
not some special language, or another realm ofabjeébut are no more
than a specialised_sublanguagmnsisting of words of some larger
standard language which plays a special organiziolg in a language
system.

Since UNL is an interlingua we need to address ¢hitcism. Rather than being based on
primitives, the UNL system depends onaage repositoryof word concepts that occur in
different languages. Such concepts are teromdersal WordsThus words likdkebanaand
Kuchipudiget included in this repository @deebana(icl>art form)and kuchipudi(icl>dance
form). These word concepts are unambiguous, since &fhas a restriction which defines
the sense of the basic UW used. For exanggengis a basic UW, which is disambiguated
when it is restricted aspring(icl>season)meaningspring included in the class ¢feasons
The word conceptspring and seasonare ambiguous individually, but the combination
spring(icl>season) is unambiguous. This can be further disambiguated
spring(icl>(season(icl>time))).

No attempt is made in the UNL system to decompaseepts (acts, objects, states
and manner)nto primitives. A particular action, sajfab,is represented using a single UW
stab(icl>do) This results in a representation that is morgaieand economical than some
primitive based systems like Conceptual Dependé8cizank 1972, 1973, 1975).

2.1 Theoretical Background

UNL expressions are made of binary relations. Télation labels are designed to capture
syntactic and semantic relations between Univeialds consistent with our knowledge of
concepts (UWSs) and gathered from the corpus ofuagegs. The relations are chosen keeping
in mind the following principles:

Principle 1) Necessary Condition

The necessary condition is something that chaiaeterseparate relations: a relation is
necessary, if one cannot do without it.

Principle 2) Sufficient Condition

The sufficient condition characterizes the wholeadeelations: the set meets this condition if
one need not add anything to it.

Explanation:
Let,
U={UW, UW,,........., UW be the UW Lexicon and
C={C:,C ,,C 3,ceeunnnns, G be the set of all possible contexts.

The set of relation labels {RlLin an interlingua IL defines functions of the limving form:
RL :UXU =>C

Let there beg such relation labels. We can call this Rethere,
R={RLy, RL o,........ ,RL }




Relating this to the UNL, RlLcould beagt RL, could beobj, RL; could beins and so on.
Also concretely, contexts could be subsets of afisjble sentences in all languages at all
times. Each @s the sebf all sentenceim which each RLconsists of tuples of the form,

{((UW al’UWaZ)’ C a), ((UW bl'UVVbZ)’ C b)), ............ }

where, ever;((UWXl,UWXZ),CX) is unique across the members of the set R. Eaghthe set
of all possible sentences in Whit‘JWx1 and UWX2 appear. In this theoretical framework,

contexts are language independent. Thalsn is driving a camnd== 21 @en 721 = [John
gaadi chalaa rahaa hai] belongtie same context,Csay. From this definition it is clear
what the necessity and sufficiency conditions mean.

The necessity condition implies that if a relatiladel RL, is removed from the
inventory the corresponding set,

{(UW 2 ,UW,,), C o), (UW 5 ,UWG), C b)), v }
cannot be expresseéa the IL.

Similarly sufficiency condition implies that if wedd another relation Rlthen every
element in the set Rlwill be present in some existing set,RL

The UNL expressions are binary and do not inclibecontext information that has
been referred to in the above discussion. Actudiilg, UNL reflects the context information
through thesemantic typesof the UWs and the relation labels. For exampleernvwe say
agt(UW, UW,), it is clear that UWis an event of which the volitional entity UVis the
agent. Thus, while encoding natural language seetenn the UNL, word and world
knowledge will be used for implicitly capturing tlsentext which has been described above
in a hypothetical setting.

2.2 How Universal is the UW Lexicon?

An obvious question that arises for the UWS\BY call these universal, since they are based
on English? However, (Katz 1966) says:

Although the semantic markers are given in theagthphy of a natural language,
they cannot be identified with the words or expmssof the language used to provide
them with suggestive labels

This means that the primitives exist independeaflghe words used to describe, locate or
interpret them. The UWs- though represented usioignd characters and English lexemes-
are actually language independent concepts.

However, a problem arises when a group of wordd¢dé® used in a language whose
lexical equivalent is a single word in another laage. For example, for the Hindi worar
[devar] the English meaning lusband’s younger brotheNow, if we keep the universal
word husband’s younger brother(icl>relativéy the Hindi-UW dictionary and link it tga®
[devar], the analysis of the Hindi sentend& shown below will produce a set of UNL
expressions in which the UWusband’s younger brother(icl>relativappears. From this set,
an English language generator generates the seriénc




H1. weqo 4 &l v & °
laxmansita kaadevar hal

Laxman Sita-ofhusband’s-younger-brother-is

E1l. Laxman is Sita's husband’s younger brother.
Now, the English analyser, while analysing E1, Wwéle the option of generating:

aoj(young(icl>state).@comparative, brother(icl>reldive))
mod(brother(icl>relative), husband(icl>relative))

OR

husband’s younger brother(icl>relative)

devarwas an an example of conflation in noun for Hirfsk. for verb, we can takelEmT
[ausaanaa] which translates to Englishicagpen by covering in strawlhusausaanaahas a
conflational meaning. The UW for this could be

[etrm] “ripen(met>cover(ins>straw))"

Now if the UNL expressions contain the worgsen, coverandstraw separately, then it is a
non-trivial problem for the generator to produce tonflated verb "ausaanaa”. But if the
above UW is used, then this can be done very easily

One of the key assumptions about the UNL lexicostesy is that the L-UW
dictionaries should be usahiéthout changen both analysis and generation. However, as is
apparent from the discussion above, achievingkihi of universality is an idealisation.

A general decision taken in the present work imtimduce the language specific word
as such in the UW dictionaryf, the corresponding English description is longydéd and
cumbersomeFor example, we keekuchipudi(icl>dance)in the dictionary instead cdn
Indian dance form originating in the state of AnahBut, we do not keepilli(icl>animal),
wherebilli means &atin Hindi, becauseat(icl>animal)is available.

It should be noted that, the headwords are notysimglish words. English alphabets
are USED to represent ALL the concepts which arendoin ALL the languages at ALL
times. Thus,ikebana and kuchipudi which are not English words are also stored in the
dictionary. The disambiguation is done by a cormstoalled therestriction Restrictions are
made of English alphabets. But they DO NOT DEPENDEaglish. The senses are not the
ones which are peculiar to the English language.dxample, one of the senses found in
India of the wordback bencheis students who are not serious in their studies ahdew
away their time sitting at the back of the clashis additional sense is included in the UW
dictionary ashack-bencher(icl>student)Thus if a particular worev in English has acquired
an additional sense in another language, this senis¢roduced into the UW dictionary by
tagging the appropriate restrictiofhe words in specific languages get mapped to Bpeci
word senses and not to the basic UWs. The basic &@/ambiguous and the linking process
is carried out only after disambiguating.

We have given the example dkvar (husband's younger brothein Hindi. This
illustrates the case where there is no direct rmagpfsom Hindi to an English word. We have
to discuss the reverse case where for an Englisd there is no direct mapping in another
language. This is important since the UWs are pilynaonstructed from English lexemes.
We have decided that if an English word is commaimded in Hindi, we keep the Hindi

2 H[No.] indicates the Hindi sentence number andd§[tie English sentence number. This is followed
consistently through the paper.

% pronounce t as ifiaiwanand T as ifTokyo




transliterated word in the dictionary. For examjite,the wordmouseused in the sense of an
input device for the computer- we keep in the leric
[#r=4] "mouse(icl>device)" ;

The same strategy is adopted if a word is very ipeid a language and culture. For
example, for the English word "blunderbuss” (an tide of gun with a wide mouth that
could fire many small bullets at short range), ¢hisrno simple Hindi equivalent and so we
keep in the lexicon the transliteration

[sr=tas] "blunderbuss(icl>gun)";

The topic of multiple words fosnowin Eskimo languages is very popular in NLP, MT and
Lexical Semantics literature. We have discussed howlink these words with the
appropriately formed UWSs. In the Eskimo langu&geit, following are a few examples for
the wordsnow

'snow (in general)’ aput, 'snow (like salt)' pukak, 'soft deep

snow' mauj a,'soft snow' massak, 'watery snow' mangokpok.

The rich set of relation labels of UNL are expldit®o form the UWs which in this case
respectively are:

[aput] "snow(icl>thing)";

[pukak] "snow(aoj<salt like)";

[mauja] "snow(aoj<soft, aoj<deep)";

[massak] "snow(aoj<soft)";

[mangokpok] "snow(aoj<watery)";

Note the disambiguating constructs for expresdigUWs. The relation labels of the UNL
are used liberallyaoj is the label for adjective-noun relation.

The issue of shades of meaning is a very impbdag, and the main idea again is
that the RELATION LABELS OF UNL CAN BE USED IN THEEXICON TOO. Here are
some examples which have been added in the papergloss sentences are attached for
clarifying the meaning, which anyway gets commuigidahrough the restrictions)

The verbget off:

[wem &) "get off(icl>leave)"; We got off after breakfast

[w=] "get off(icl>be saved)"; lucky to get off with ascar only

[#m] "get off(icl>send)"; Get these parcels off by thefirst post

[ ®w] "get off(icl>stop)"; get off the subject of alcololism

[=m =] "get off(icl>stop,obj>work)"; get off (the work) early tomorrow.

The nourshadow
[err] "shadow(icl>darkness)"; the place was now in shaow
[@wr &) "shadow(icl>patch)”; shadows under the eyes.
[werig] "shadow(icl>atmosphere)"”; country in the shadow ¢ war
[w=wm=] "shadow(icl>iota)"; not a shadow of doubt about his guilt
[waa] "shadow(icl>hint)" ; the shadow of the things tocome
[amn] "shadow(icl>close company)"; the child was a shaolw of her mother
[ern] "shadow(icl>deterrant)”; a shadow over his happiness
[emur] "shadow(icl>refuge)”; he felt secure in the shadw of his father
[smm] “shadow(icl>semblance)"; shadow of power
[@] "shadow(icl>ghost)"; seeing shadows at night

Again, note should be made of how the restrictidisambiguate and address the meaning
shade.

2.3 Possibility of Representational Variations

Another important consideration while accepting UMk an interlingua is the way it
represents a particular sentence. UNL gives an higarous semantic representation of a
sentence, but it does not claim uniqueness of épeesentation. Justifying the need for




primitives in an Interlingua, Hardt (Hardt 1987)saThe requirement that sentences that
have the same meaning be represented in the sameamaot be satisfied without some set
of primitive ACTs This requirement may be a necessary condition &oknowledge
representation scheme, but surely not for an inara. For example, consider the following
sentences:

a. John gave a book to Mary.

b. The book was given by John to Mary.
c. Mary received a book from John.

d. Mary took a book from John.

All these sentences have similar meanings, butéferent from the point of view of the
stylistics, focus and aspect. This is reflectethenUNL representation:

John gave a book to Mary.
[S]
agt(give(icl>do).@entry.@past, John(icl>person))
obj(give(icl>do) .@entry.@past, book(icl>text) .@d@
ben(give(icl>do) .@entry. @past, Mary(icl>person))
[/s]

The book was given by John to Mary
[S]
agt(give(icl>do) .@entry.@past, John(icl>person))
obj(give(icl>do) .@entry.@past, book(icl>text). @de@topic)
ben(give(icl>do) .@entry. @past, Mary(icl>person))
[/s]

@topicis used for sentences in passive form to give rmopartance to the object than to the
subject.

Mary received a book from John.
[S]
agt(receive(icl>do) .@entry.@past, Mary(icl>persor))
obj(receive (icl>do) .@entry.@past, book(icl>texti@def)
src(receive (icl>do) .@entry.@past, John(icl>persgh
[/s]

Mary took a book from John.
[S]
agt(take(icl>do) .@entry.@past, Mary(icl>person))
obj(take (icl>do) .@entry.@past, book(icl>text). @dg
src(take(icl>do) .@entry.@past, John(icl>person))
[/s]

Using these UNLs, a generator can generate an @aasiation of the respective sentences
and not its paraphrase, as it happens with CD bgeseekrators.

Although UNL represents similar information in @ifént ways as above, its utility as
a knowledge representation scheme does not getedfeSeniappaet. al. (Seniappan 2000)
have investigated the use of UNL for automaticardocument hypertext linking and have
claimed that their system has an ability to extraathors which are relevant but do not
surface when frequency based methods are used.

As a summary of this section on conceptual fouodatiwve mention the following
points:

1. The UNL system strives to achieve language indegeeel through its vast and rich
repository of universal words.




2. The basic UWsi.e., the unrestricted headwords, are mostly Englishde:oBut this
does not make the UW dictionary an English languageon, since the concepts
denoted by these UWSs are valid for all languages.

3. Whenever a language-specific word is cumbersonexpoess in English, the word is
introduced into the UW repository after placing giteper restriction which clarifies
the meaning of the particular UW and classifigs & particular domain.

4. The relation labels have stabilised to 41 and sedeqguate to capture semantic
relations between concepts across all languages.ig,thowever, only an empirical
statement keeping in mind the necessity and tHegufcy conditions.

5. A large portion of the burden of expressivenesh@UNL is carried by the attribute
labels that indicate how the word is used in threesece.

6. The UW repository is the UNION of ALL concepts diig in ALL languages at
ALL times.

3 L-UW Dictionary and The Universal Lexicon

In this section, we discuss the structure of a uagg-UW (L-UW) Dictionary, its language
dependent and independent parts and the assoeidtibdites. The restriction attached with
every word not only disambiguates it, but also puitsinder a predefined hierarchy of
concepts, called thenowledge Basi the UNL parlance. To construct the L-UW dictiona
the UWs are linked with the language worsl®rphological, syntactic and semantic attributes
are then added. For example, for the d@g(icl>mammal)the Hindi wordg=r [kutta](dog)

is the language word, the morphological attribstsA (indicating word ending with), the
syntactic attribute iSIOUNand the semantic attributeANIMATE.A part of the entry is

[g=] “dog(icl>mammal)” (NOUN, NA, ANIMATE);

The language independent part of this entry daggicl>mammal)and ANIMATE,while the
language dependent parts gre [kutta](dog) andNA. The same language-UW dictionary is
used for the analysis and the generation of seesefioc a particular language.

3.1 The Architecture of the L-UW Development System

Figure 1 shows the architecture of the L-UW develept system with both language
dependent and language independent componentsafigeage independent parts are:

1. The Ontology Space.
2. The Set of UWs
The language dependent parts are:
1. The Language Specific Dictionary
2. The Syntactic and Morphological attributes

The process of L-UW dictionary construction can geetially automated. This achieves
accuracy and exhaustiveness. Lexicon developedsiffidifficult to manually, consistently
and exhaustively insert hundreds of semantic ate required for the accurate analysis of
the sentences. Also it is difficult to achieve onifiity in putting the restrictions. For
example, for the noutbook a lexicon developer may restrict the meaningbobk as
book(icl>concrete thing), book(icl>textbook), bowk¢éregister), etc. This leads to a non-
uniformity in the UWs which can be avoided by stamiizing the knowledge basee., the
UW repository. A brief description of the variousngponents of the dictionary construction
system now follows:
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3.1.1

3.1.2

Language Independent Components
* The Ontology Space

The Ontology Space refers to a hierarchical clasgibn of the word concepts. This
Ontology is in the form of a Directed Acyclic GrapbAG). Our system uses the
upper CYC Ontology (Guhat. al. 1990) which has around 3000 concepts. This
ontology is language independent and providesehgatic attributes.

* The Set of UWSs or the Knowledge base

The Set of Basic UWsi,e., the unrestricted UWs are mostly the root words of
English Language. Also, there are words from otheguages, which do not have
simple English equivalente,g, ikebanafrom Japanese aritlichipudifrom Telugu.
Basic UWs generally have more than one meaningy Tdre disambiguated by
adding restrictions. These restricted UWs are lagguindependent. A new
knowledge base is in the process of being introdiuoed the UWs will be drawn
from this resource.

Language Dependent Components

» Language Specific Word Dictionary

After selecting the UW, the corresponding languagecific string is found by
consulting the dictionary of the particular langeagnd by translating the gloss
attached.

» Syntactic and Morphological Attributes

This set includes attributes likgart of speech, tense, number, person, geneter,
and morphological attributes which describe paradigms of morphological
transformations. These attributes are languagefgpand are inserted by the lexicon
developer.

i : —
! ! e A
i Ol J = i Tl Syntactic and

' Set of Basic ' Morphological

| UwSs | Attributes

i Knowledge Base @ i

HW,

Syn.
Sem Language Specmc Dictionary Mor.
Attr. Attr.

Head Word->Universal Word + Syntactic Attr, Semantic Attr, Morphological Attr

Figure 1: Integrated system for Language-UW Lexibuilding
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3.2 Constructing Dictionary Entries
The procedure of constructing dictionary entriggagtially automated as follows:

1. The Human expert selects a UW from the knowledge laad finds for this sense the
position of the basic UW (the portion left afterigping the restriction) as a leaf in
the Ontology. Consider a snapshot of the CYC OgilDAG given in Figure 2.
Suppose we want to make a dictionary entry fonmtbed animal. The wordis found
as a leaf in the Ontology. The UWarimal (icl>living thing).

2. The semantic attributes of this UW are the nodagetised while following all paths
from the leaf to the rootl{ing in this case). For example, the following attrériare
generated for the wordinimat

SolidTangibleThing, TangibleThing, PartiallyTangible, Partiallylntangible,
CompositeTangibleAndintangibleObject, AnimalBLO, BiologicalLivingObject,
PerceptualAgent, IndividualAgent, Agent, Organism-Whole, OrganicStuff,
SomethingExisting, TemporalThing, SpatialThing, Indvidual, Thing

ONTOLOGY DAG FOR Animal

@ T Animal
® O Organistr-Whale
§ I BiologicalLivingObject
@ 3 OrganicStuff
@ [ TangibleThing
Q — CompositeTangibhleAndintangibleOhject
® [ Partiallyintangible
@ 7 SomethingExisting
& [ SormethingExisting
& ] PartiallyTangible
@ [ Perceptualégent
% [ IndividualAgent
@ [ Agent
e ] CompositeTangibleAndintangibleObject
§ 3 AnimalBLO
@[] BiologicalLivingObject
% [ SolidTangibleThing
@ [ TangibleThing
® [ PattiallyTangible
@ [ SomethingExisting
@ [ TemporalThing
@ [T Individual
@ [ Thing
@ [ SpatialThing
@ [ Individual
® ] Thing

Figure 2: A Snapshot of Cyc Upper Level Ontology

3. The work of the human expert is now limited to addithe syntactic and
morphological attributes. These attributes are léms in number than semantic
attributes. Thus, the labour of making semanticadlly dictionary entries is reduced.
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An example of a dictionary entry generatgdha above process is:

[9mfi]{ }animal(icl>organism whole)”(Noun, NI, SolidTan gibleThing, TangibleThing,
PartiallyTangible, Partiallylntangible, CompositeTangibleAndintangibleObject,
AnimalBLO, BiologicalLivingObject, PerceptualAgent, IndividualAgent, Agent,
Organism-Whole, OrganicStuff, SomethingExisting, TenporalThing,
SpatialThing, Individual, Thing)

gt [praanee](animal) is the Hindi equivalent fanimal. Noun andNI * are the
syntactic and morphological attributes added byhitmaan lexicon developer.

4 The System

We describe here the systems we built,, the Hindi Analyser {A) which converts Hindi
sentences into UNL expressions, the English Analfs&) which produces UNL expressions
from English sentences and the Hindi Genera#s)(which generates Hindi sentences from
UNL expressions. The Analysers use a software ¢afle EnConverterwhile the Generator
uses théeConvertet. These tools are language independent systemé afécdriven by the
language dependent rule-base and the L-UW dicliemavVe first give an overview of the
working of the EnConverter and DeConverter engiffdgen we explain in brief the three
systems. Space restriction does not permit detd#adription of all the three systems.

4.1 The Analyser Machine

The EnConverter is a language independent anakgbéch provides a framework for
morphological, syntactic and semantic analysis Bsorusly. It analyses sentences by
accessing a knowledge rithUW lexicon and interpreting thénalysis Rules The process
of formulating the rules is in fact programmingoglisticated symbol-processing machine.

The EnConverter can be likened to a multi-head nurmachine. Being a Turing
Machine, it is equipped to handle phrase structtgge Q grammars (Martin 1991) and
consequently the natural languages. The EnConwetareates a sentence into a tree- called
the nodenet tree- whose traversal produces the éXgtessions for the sentenEriring the
analysis, whenever a UNL relation is produced betven two nodes, one of these nodes is
deleted from the tape and is added as a child of éhother node to the treelt is important
to remember this basic fact to be able to undedsthe UNL generation process in myriad
situations.

The EnConverter engine has two kinds of hepdscessing headandcontext heads

There are two processing heads- caltedlysis WindowsThe nodes under these windows
are processed for linking by a UNL relation labetl@r for attaching UNL attributes to. A
node consists of the language specific word, tlieeusal word and the attributes appearing in
the dictionary as well as in the UNL expressionse Tontext heads are located on either
sides of the processing heads and are used fordbe&d and look back. The machine has
functions likeshifting the windows right or left by one no@elding a node to the node-list
(tape of the Turing machinejlieleting a nodeexchange of nodes under processing heads
copying a nodeand changing the attributes of the nodéhe complete description of the
structure and working of the EnConverter can badon (EnConverter 2000).

4 NI indicates that the noun ends with éRomanised hindi). This information helps in masldyical
analysis.

® EnConverter and DeConverter are tools providethbyUNL Project, Institute for Advanced Studies,
United Nations University, Tokyo (EnConverter 2000)
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4.2 The English Analyser

The English Analyser makes use of the English-U¥fialiary and the rule base for English
Analysis, which contains rules for morphologicahtactic and semantic processing. At every
step of the analysis, the rule base drives the Bu€rter to perform tasks like completing the
morphological analysise(g.,combineBoy and ‘3, combining two morpheme®.¢.,is and
working) and generating a UNL expressiang., agt relation betweerhe andis working)
Many rules are formed using Context Free (CFG)-jkemmar segments, the productions of
which help in clause delimitation, prepositionalrgde attachment, part of speech (pos)
disambiguation and so omhis is illustrated with the example of noun clatsndling:

The boy who works here went to school.

Example Grammar:

CL>V ; .g., The boy whoeorks ...
| ADV V N ;e.9., The boy whituently speaks English
| V ADV ; €.g., The boy wheorks here
| V ADV ADV ; e.g., The boy wh@an very quickly

The processing goes as follows.

1. The clausavho works herstarts with a relative pronoun and its end is dsgtioy the
system using the grammar. There is no rule like

CL=2>V ADV V
and so the system does not inclweatin the subordinate clause.

2. The system detectiere as an adverb of place from the lexical attribudesl
generateplc (placerelation) with the main vervork of the subordinate clause. After
that,work is related wittboythrough theagtrelation. At this point the analysis of the
clause finishes.

3. boyis now linked with the main verlwent of the main clause. Here too thagt
relation is generated.

4. The main verb is then related with the preposipibinase to generatdt (indicating
place to) taking into consideration the prepositimrand the noumschool(which has
PLACE as a semantic attribute in the lexicon). @halysis process thus ends.

A typical example of the ability of the system fpoart of speech (posjisambiguation is
shown below:

=== UNL
The soldier went away to the totally deserted deseto desert the house in the desert
[S]

mod(deserted(icl>vacant):1}total(icl>complete):0T)
aoj(deserted(icl>vacant):11,desert(icl>landscape)A @def)
plc(go(icl>event):0C.@entry. @past.@pred,away(icl>lgical place):0H)
obj(desert(icl>do):1K.@present.@pred,house(icl>plag):1V.@def)
plc(desert(icl>do):1K.@present. @pred,desert(icl>ladscape):28. @def)
plt(go(icl>event):0C.@entry.@past. @pred,desert(iclandscape):1A.@def)
pur(go(icl>event):0C.@entry. @past. @pred,desert(iclkto): 1K. @present. @pred
agt(go(icl>event):0C.@entry.@past.@pred,soldier(ichuman):04.@def)

[/s]

The adjectival form ofdesertis represented adeserted(icl>vacant).The noun form is
desert(icl>landscape)while the verb form iglesert(icl>do).The analysis rules make use of
the linguistic clues present in the sentence. Tthesadverhiotally preceded by the artictbe
makes thelesert+edan adjective, which in turn makes the followihgserta noun.
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The system can also convert sentences in whictivelaronouns do not occur in the
sentence explicitly. For example,

1. The study (which was) published in May issue wdwmestive.
2. Helives at a place (where) | would love to be at.

3. He gave me everything (that) | asked for.

4. The cabbage (which was) fresh from the garden asty t

Various heuristics are used to decide the startlafise and the relative pronoun that is
implicit. Some of these are:

* Presence of two verbs with a single subject asin 1

* A noun followed by a pronoun as in 2.

* Quantifiers likeall, everything and everyorfellowed by another pronoun or noun as
in 3.

* An adjective following a noun as in 4.

Semantic attributes stored in the dictionary a@ated to solve ambiguities of prepositional
phrase and clausal attachment. For example,

Hewentto my homevhen | was away
He met me at imewhen | was very busy.

The structures of the two sentences are similar,sbmantic attributes indicate thahen
qualifies temporal nouns likéme, hour, second, etGhus, in the first sentence the system
attaches the clausehen | was awajo the verb considering it an adverb clause of tiwigle

in the second it attaches the clawgleen | was very busio the noun considering it an
adjective clause.

Anaphora resolution is dealt with in a limited watythe sentence level. This can be
seen from the UNL expressions produced by the sy&ie the sentence given below:

; UNL ===
;He built his house in a very short span of time.
[S]

mod(house(icl>place):0D, he(icl>person):09
agt(build(icl>event):03.@entry.@past. @pred, he(iclperson):09
mod(short(icl>less):0T,very:00)
aoj(short(icl>less):0T,span(icl>duration):0Z.@inde}
obj(built(icl>event):03.@entry.@past. @pred, house¢i>place):0D)
dur(built(icl>event):03.@entry.@past. @pred,span(ickduration):0Z.@indef)
mod(span(icl>duration):0Z.@indef,time(icl>abstractthing): AB)

[/s]

The UW-IDs (a form of identifier) of both the instes ofhe(icl>person)in the above
sentence are the sam., :09. The system does not do the same for therssmiehn built
his housesince it is not certain wheth@ohnandherefer to the same person.

Ellipses handling is done for various kinds of senes. Few examples are given
below:

1. Ireached there before he could (reach).
2. (I am) Sorry, | did it.
3. lwentto Bombay and then (I went) to Delhi.

For the first sentence, the implicgachis produced explicitly in the UNL expressions. The
second sentence obviously does not generate anl eltrt adds the attribui@apologyto the
verbdo. Since there are two eventsgying in the third sentence, an expligiv is produced
but not the extra as the agent is the same for both the instanoga of
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Thus, the EA is capable of handling many compleenomena of the English
language. The system also can guess a UW for a mairgresent in the lexicon. Currently, it
has around 5800 rules. A detailed explanation efsystem can be found in (Parikh 2000,
2001).

4.3 The Hindi Analyser

The rule base that drives the Hindi Analyser (HAgs strategies different from its English
counterpart. This is due to the numerous structdifférences between Hindi and English
(vide section5). But the fundamental mechanism of the systethassamei.e., it performs
morphological, syntactic and semantic analysis lsgorously.

The rule base of the HA can be broadly divided thtee categories morphological
rules, composition rulesnd relation resolving rules Morphology rules have the highest
priority. This is because unless we have the matpbard, we cannot decide upon the part of
speech of the word and its relation with the adjaeeords. Hindi has a rich morphological
structure. Information regarding person, numberseéeand gender can be extracted from the
morphology of nouns, adjectives and verbs. An estiael study of the morphology is done
for this purpose and appropriate rules are incatear into the system (Mongt. al. 2000).

To illustrate the process of Hindi analysis, we sidar the following example of a Hindi
sentence with an explicit pronoun.

H2. ¥ 2= f& A #=i TR #iEl

mai nedekha&ki seetagabjee khareed rahee hai

1 saw thatsita vegetablduying-is

E2. |saw that Sita is buying vegetables.

The processing of this sentence is carried oublasafs:

1. The beginning of the clause is marked by the preseri the relative pronouki
(that)

2. The analysis windows right shift till the predicdiekhaais reached.

3. All the relations of the previous nodes with thigdicate are resolved. In this case,
mai (l) beingfirst person singularand animate pronoun,agt relation is produced
betweermai neanddekhaa.

4. The relative pronouki is now detected and the analysis heads right $hdibmbines
ki with dekhaaand adds a dynamic attribli&DD to dekhaa

5. The clause followingki is now resolved. The analysis windows right shilftthe
main predicate of the sentenédareed rahee hais reached

6. It combines the nodesabjeeandkhareed rahee hawith the obj relation seeing the
inanimateattribute ofsabjee.

7. It then resolves thagt relation betweerseetaaand khareed rahee haseeing the
animateattribute ofseetaa

8. At the end of its analysis, its main predicateefgined which in this case kbareed
rahee hai Finally theobj relation is generated between this verb dekhaa

Composition rules are used to combine a houn goaguin in a sentence with a postposition
or case-marker following it. During combinationetbase marker is deleted from the Node-
list and appropriate attributes are added to thenrwr pronoun to retain the information that
the particular noun or pronoun had a postpositiankerfollowing it. For example, consider
the following sentences:
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H3. ™+ TN A AR T |

raam ne raavan ko teer se maaraa

Ram Ravan-to arrow-withkilled

E3. Ram killed Ravan with an arrow.
H4. us 3 gd  ard M |

ped se patte baag meingeere

Tree-from leavesgarden-in fell

E4. Leaves fell in the garden from the trees.

H5. drez Jae d M & TR E |
peeTarsubah se kaam kar rahaa hai

Peter morning-since working-is

E5. Peter is working since morning.
H6. T & el e |

bachche sdaalagkhulaa

child-by lock opened-was

E6. The lock was opened by the child.

In the above sentencesy [teer(arrow), U= [ped(tree), @& [subal(morning) andz=
[bachchad(child) are nouns and are followed by the samepusition markerr [se](with,
from, since, by)However, as it is evident from the English tratish, the meaning &f [se]

is different in each sentenagz. with, from, sinceand by respectively. Hence, the noun
preceding it forms a different relation with theimaerb in each case as follows.

1. ins(kill(icl>do).@past, arrow(icl>thing))

2. plf(fall(icl>occur). @past, tree(icl>place))

3. tmf(work(icl>do).@present,@progress, morning(icttime))
4. agt(open(icl>do).@past, child(icl>person))

These nouns have the semantic attribliSTRU(can be used as an instrumem)ACE,
TIME and ANI (animate entities) respectively in the lexiconeythelp deciding upon the
sense of the case marker and thus the role ofdbe im the particular sentence. Whibe
case markew [se] is combined with the noun preceding it, atttésINS-instrument,PLF -
place from which an event occurBMF- time from which an event has started &&@T-
agent of the event, are added to the respectivesnolhese attributes then lead to the
production of the above UNL relations for the redjwe sentences.

Now we describe the various Hindi languggeenomena handled by the system.
Hindi is a null subject languageifle section6.1.4]. This means that it allows the syntactic
subject to be absent. For example, the followingesee is valid in Hindi.

o

H7. S¥=13
jaa rahaa hun
going-am

E7. *am going®

® * indicates incorrect grammatical construct
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The system makes the implicit subject explicitie UNL expressions. The procedure to do
this is discussed in secti@il.4. The UNL expression produced by the systethisncase is:

[S]
agt(go(icl>do).@entry.@present.@progress, I(icl>paon))
[/s]

The system can also handle limited amount of Anegphesolution. For example, consider the
following sentence:

H8. #7133l fohaw SIW a1 &z

meree neapaneekitaab jeem ko dee hai

Mary her book Jim-to given-has

E8. Mary has given her book to Jim.

The corresponding UNL relations generated are:

[S]

pos(book(icl>publication):0C,Mary(icl>person):00)
ben(give(icl>do):0R.@entry.@present. @pred,Jim(icl>prson):0J)
obj(give(icl>do):0R.@entry.@present.@pred,book(iclpublication):C)
agt(give(icl>do):0R.@entry. @present. @pred,Mary(iclperson):00)
[/s]

That resolution of the anaphora is apparent froenfaict that the UVghe(icl>personY¥or her
is replaced bMary(icl>person)in theposrelation.

One of the major differences between Hindi and Bhgk that a single pronours
[vah](heor she in Hindi is mapped to two pronouhg andsheof English. The gender of the
pronoun in Hindi can be known only from the verbrpimlogy. So the system defers the
generation of the UW farg [vah](he or shg until the verb morphology is resolved. At the
end of the analysis, the corrdw(icl>person)or she(icl>personjs produced. For example,

HY. @& 9™m&l 3w

vah shaam ko aaegee

She evening-inwill come

E9. She will come in the evening.

The UNL expressions are:
[S]
tim(come(icl>do):0D.@entry.@future,evening(icl>timé@:05.@def)
agt(come(icl>do):0D.@entry.@future,she(icl>persond0)
[/s]

Hindi uses the word-formsrem [aaegaa] andmeit [aaegee](both meanimgll come for the
verb 31 [aa) (come) for a male subject and female subjectaesgely. Thus, in the above
sentence, the verlrwii [aaegee] causes the Ughe(icl>person)to be generated fore
[vah](heor she.

Hindi being a relatively free word-ordered languabe same sentence can be written
in more than one way by changing the order of wdfds example,

H10. (A) @ @*& W& 2A?

tum kahaanjaa rahe h®

Youwhere goingare

18



(B)®&l A M E?
kahaanum jaa rahe h®
whereyou going-are

C)#el wwaE  gH?
kahaanjaa rahe hotunt?

where going-are you

E10. Where are you going?

The output in all cases is:
[S]
plc(go(icl>do):07.@entry.@interrogative. @pred. @ presnt. @ progress,
where(icl>place):00)
agt(go(icl>do):07.@entry.@interrogative. @pred. @ presnt. @ progress, you(icl>male):0l)
[/s]

This is achieved as follows. Additional rules adgled for each combination of the word
types. Also the rules are prioritised such that tight rules are picked up for specific
situations. For the sentence H10(A), first the folegeneratinglc relation betweekahaan
andjaa rahe hois fired, followed by the rule for generatiagt relation betweetum andjaa
rahe ho In H10(B), firstagt and therplc are resolved. In H10(C), a rule first exchanges the
positions ofiaa rahe hocandtum After that the rules fire as before for settimmthe relations.
Use is made of the questiamark at the end of the sentence.

Hindi allows two types of constructions for adjgeticlauses— one with explicit
clause markers likar [jo](who), fs@r [jisakee](vhose, & [jise](whon), etc. and the other
with thearer [vaalaal(ing) construction. Our analyser can habdiia. For example,

H1l. 927 o @=d ¥ LE I R - - 0L B s

peeTarjo london meinrahataa harahyahaarkaam karataa hai

Peter wholondon-in stays _he here work-do-is

E11. Peter who stays in London works here.
H12. @ & T 4 @@ EM B E

london meinrahanevaalapeeTaryahaarkaam karataa hai

London-in staying Peter here work-do-is

E12. Peter who stays in London works here.
The system produces the following UNL relationskbioth these:

[S]

agt(work(icl>do).@entry.@present, Peter(icl>persor))
plc(work(icl>do) .@entry. @present, here)
agt(stay(icl>do) .@present, Peter(icl>person))
plc(stay(icl>do) .@present, London(icl>place))

[/s]

The two incoming arrows intBeter(icl>person)provides the clue to the system to correctly
identify the adjective clause in each sentence.
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Unlike English, Hindi has a way showing respect to a persoride Sections). This
is conveyed through the verb morphology. For exampl

H13. % g UG e E|

merechaachaapadh rahe hai

my uncle reading-are

E13. My uncle is reading.

The verb form here is for the subject in pluralnforBut sinceuncleis singular, the system
infers that the speaker is showing respect and rgtrge @respect attribute for
uncle(icl>person).

The HA can deal with simple, complex, compound, intertogaas well as
imperative sentences. Currently the number of rimésA is about 3500 and the lexicon size
is around 70,000.

4.4 The Generator Machine

The DeConverter is a language independent genevatarh provides a framework for
morphology generation and syntax planning synchuslyo It generates sentences by
accessing a knowledge rich L-UW dictionary andripteting the Generation Rules.

The working and the structure of the DeConverter wry similar to that of the
EnConverter. It processes the UNL expressions eringut tape. It traverses the input UNL
graph and generates the corresponding target lgegsentence. Thus, during the course of
the generation, whenever a UNL relation is resolvetiveen two nodes, one of the nodes is
inserted into the tape.

Like the EnConverter, the DeConverter also hastjywes of headgsrocessing heads
andcontext headsThere are two processing heads- caflederation windows and only the
nodes under these take part in any generation tékskshe left or right placement of the
words and the resolution of attributes into morplgadal strings. The context heads- called
the condition windows-are located on either sides of the processingshaad are used for
look ahead and look back. The machine has functdrshifting right or left by one node,
adding a node to the node-list (tape of the Tumngchine), deleting a node, exchange of
nodes under processing heads, copying a revtchanging attributes of the nodeshe
complete description of the structure and workirfgthee DeConverter can be found in
(DeConverter 2000).

45 Hindi Generator

The HG attempts to generate the most natural Heeditence from a given set of UNL
expressions. The generation process is based gorédéate-centric nature of the UNL. It
starts from the UW of the main predicate and thi#reetJNL graph is traversed in stages
producing the complete sentence. The rule baseaiosnthe syntax planning rules and the
morphology rules. Syntax planning is in generali@gtd with a very high degree of accuracy
using two fundamental concepts callgarent-child relationshipgnd Matrix based priority
of relations(Rayner 2001)

In a UNL relationrel(UW,;, UW,), the UW, is always the parent node abdV, the
child. The syntax planning task is to decide ugmnright or left insertion of the of the child
with respect to its parent. The UNL specificatiamgpconstraints on the possible types of
UWs that can occur ddW; andUW, of a particular relation. Using this informationdathe
relation between the two UWSs, the position of thigdcrelative to the parent is arrived at.
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Another important consideration is the traversilttee UNL graph. The path is
decided based on the relative priority of UNL nelas which is in turn decided by the
priority matrix. An example matrix is given in Table 1.

Agt | obj | ins
agt - L L
obj R - R
ins R L -

Table 1: An example priority matrix
where, L meansplaced-leftand R meansplaced-right

This matrix is read as:

agt placed-leftof obj OR obj placed-rightof agt
agt placed-leftof ins OR insplaced-rightof agt
ins placed-leftof obj OR obj placed-rightof ins

Such an exhaustive matrix is produced for all theedations.
According to the above matrix,

child(agt)is the leftmost element,
child(ins)is the middle element and
child(obj) is the rightmost element of the three

For example, consider the following UNL expressions

[S]

agt(eat(icl>do).@entry.@past, Mary(icl>person))
ins(eat(icl>do). @entry. @past, spoon(icl>thing).@inef)
obj(eat(icl>do). @entry. @past, rice(icl>food))

[/s]

The sentence generated according to the abovexrigtri

H14. 909 T%@q gqEd G|

meree nehammach sehaavakhaayaa

Mary spoon-with rice ate

E14. Mary ate the rice with a spoon.

The rule writer uses the above matrix to decidenuipe priorities of the rules. The relation

for which the child is placed leftmost in the sew has the highest priority and is resolved
first, while the relation for which the child isgaed rightmost,e., nearest to the verb, has the
lowest priority.

Morphology generation not only transforms the tailgaguage words for each UW,
but also introduces case markers, conjunctionso#tmet morphemes according to the relation
labels- a procedure reified edation label morphologyTable 2 gives an idea of this process.
UNL attributes reflecting the aspect, tense, numbe#e. also play a major role in the
morphology processing

The HG can produce both complex and compound sesderThe presence of a
clause in the sentence is detected in two diffeveays: (i) presence of scopei.e., a
compound universal word which is a label for mohart one UNL expressionsr (ii)
presence of two incoming arrows from two differpreedicates. For examplele scolded the
boy who had hit Johoan be represented in the UNL in two different ways
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Relation M | Position of the word wrt child(M) Word to be introduced
Agt L 1 [ne]
And R 3T [aur](and)
Bas L 7 [se](as compared to)
Cag L % 17 [ke saath](with)
Cob L % g [ke saath](with)
Con L af¢ [yadilUW2 @ [to] UW,
(if UW2 then UW)
Coo R A [aur](and)/ null
fmt R 7 [se](to)
Gol L i [mein](into)
Ins L 7 [se](using)
Mod L @1 [kaa](of) /& [ke](of) / @1 [kee](of) /
null (depends on gender and number)

Table 2: Relation Label Morphology
[S]
agt(scold(icl>do). @past.@entry, he(icl>person))
obj(scold(icl>do.@past. @entry, boy(icl>person))
agt(hit(icl>do). @pred.@complete.@past, boy(icl>pem))
obj(hit(icl>do). @pred.@complete. @past,John(icl>persn))
[/s]
OR
[S]
agt(scold(icl>do). @past.@entry, he(icl>person))
obj(scold(icl>do).@past.@entry, :01)
agt:01(hit(icl>do).@pred.@complete.@past. @entry, hgicl>person))
obj:01(hit(icl>do).@pred. @complete. @past. @entry,Jam(icl>person))
[/s]

In the first representatiomoy(icl>person)has two incoming arrows frostold(icl>do) and
hit(icl>do). The second representation explicitly marks thes@nce of the clause using the
scope01. The system generates the same sentence for lppéseatations.

The HG is also capable of handling imperative, pasand interrogative sentences.
The current system has around 5000 rules and heesatne Hindi-UW dictionary used by
the Hindi Analyser.

5 Major Differences between Hindi and English

The basic difference between Hindi and Englistésgentence structure. Hindi has a Subject-
Object-Verb (SOV) structure for sentences, whilglish follows the Subject-Verb-Object
(SVO) order. (Raet. al.2000) gives the following structure for Englismtces:

SS$VV,00,C,
where,
S: Subject
O: Object
V: Verb
Sn: subject post-modifiers
Om: object post-modifiers
Vn: the expected verb post-modifiers
Cn: the optional verb post-modifiers
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For example,
E15. The Presidendf Americawill visit the capitabf Rajastharin the month of December.
(S 143 V) ©) © @
On the other hand, Hindi has the following struetur
CnhnSnSO,0V,V
H15. R & AR d W& & U ISP &l TSI el 9 & |

disambar ke mahine meimmarikaa keaashtrapatiraajasthaan keeajadhaani kesair

karenge

(G (@ (S) @ O) V)
December-ofmonth-in  America-ofPresident Rajasthan-ofcapital-of tour
will-do

The morphological variations are richer in Hindathin English. The case markérfmein],

7 [se], a1 [Ko], @1 [kaa] etc.are placegbostpositionand are strongly bound to the nouns. This
allows Hindi to be a relatively free-word order dgarage. English uses prepositional phrases
as complements and qualifiers, and the order ovtres is quitdixed.

The free word ordering, however, poses difficultinsthe analysis of the Hindi
sentences. In addition to the phrase and clauaehatient problems, it also makes the task of
distinguishing the clauses and phrases from thsuénd object of the sentence difficult, as
they all have case markers and can be placed angwhthe sentence. For example,

H16. (A) ™ T T &a @Sk B @ T AT

raam nechoree karanevaaladake kdaathee se maaraa

Ram stealing boy-to stick-with hit.

(B) ™A @A AW HAA =@ B A |

raam ndaathee sehoree karanevaaladake kamaaraa

Ram  stick-withstealing _boy-to hit.

(C) =l &Haar WeHH ™A @A AN
choree karanevaaladake kaaam ndaathee semaaraa
stealing boy-to Ram  stick-with hit.

(D) TN HAAT TedH @AH  TEA AN

choree karnevaaladake kdaathee seraam nemaaraa

stealing boy-to stick-with Ram  hit
(E) @rq  TA Al &iAa GEE I L

laathee seaam nechoree karnevaaladake komaaraa

stick-withRam  stealing boy-to it
E16. Ram hit with a stick the boy who had stolen.

Here,m® 7 [raam ne] (Ram) denotes the agemsts @1 [ladake ko](boy-to) the object ar@rer
7 [laathee se] the instrumerdrt #am [choree karanevaale] is a clause qualifyireg
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[ladakaa](boy). Relative positions of each of thpkeases can be varied as is apparent from
the sentenced16(A-E).

However, the postposition markers in Hindi alwayaysnext to the nouns they
modify and also have comparatively fixed roles.sTpartially compensates for the extra
processing arising from the free word ordering.

English overloads the prepositions. For the UNL eggation, not only the PP
attachment but also the semantic relation of thewiR the noun or the verb should be
determined. For example,

1. John ate rice with curd. - cob(eat(icl>do). @entry.@past, curd(icl>food))

2. John ate rice with a spoeh.ins(eat(icl>do).@entry.@past, spoon(icl>thing). @inef)
3. John ate rice with Mary. > cag(eat(icl>do).@entry.@past, curd(icl>food))

4. The Demon ate the rice with the goa®. cob or cag??

In the above sentences, the PPs starting witin have different roles. In the first sentence,
the relation io-object in second it isnstrumentand in third it isco-agent It is difficult to
decide whethegoatin the fourth sentence isca-objector aco-agent The system identifies
these relations using the semantic attributes @fhthuns placed in the lexicon. This analysis
is explained in detail in (Parikh 2000).

Hindi is a Null-Subject language, while Englishist. Null-Subject languages allow
subjects to be dropped when the meaning is clé&f.is an example of a Hindi sentence
where the subject is dropped. Null-Subject langsage not have pleonastics. This
phenomenon is discussed in sectioh4.

A very important feature of the Hindi language hsttof Conjunct and Compound
Verbswhich are formed by combining two or more verbsbgrcombining a noun or an
adjective or an adverb with verbs like(do) orzr (be). In the case of conjunct verbs, the first
verb is usually the main one and the other is thesigliary. All transformations o¥oice
Mood, Tense, Person, Gendand Numberaffect the Subsidiary Verb only. The following
sentences exemplify this:

H17.98 79 @ |

vahagaane lagee

Shesingingstarted
E17. She started singing.
H18.29 7H & |

hamgaane lagenge

We singingwill-start
E18. We shall start singing.

The following sentences show some of the intergstiays the verks [jaa](go) is used to
emphasise or intensify the effects of the main v&he literal translations show only the most
common meanings of the constituent verbs:

H19. g« e |
chalejaao
walk go

E19. Go away.
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H20. =& St |
ruk jaao
stopgo

E20. Stop there.

H21. g% S |
jhuk jaao
bendgo

E21. Bend down.

The phenomenon of compoundinf verbs is a typical Indian language phenomendre T

strategy to deal with this, however, is quite simple. Thregence of two verbs next to each
other provides the clue that the second verb isithensifier, and generally the UNL

expression produced gets the attrib@emphasigttached to the first verb. For example,

agt(go(icl>do).@entry.@imperative. @emphasis, you(reperson))

There are numerous lexical and syntactic differermetween Hindi and English. Some of
them are as under:

A. Number

Some words in English are always used in pluramfofor example,scissors This
phenomenon does not occur in Hindi. It is impossial determine from the second single
sentence below whether the reference is to oneboe stissors

The company manufactures scissors. (many)
The scissors are very sharp. (one or many)

In Hindi, there are two different morphological fits forscissors &dr [kainchee] andb =it
[kainchiyaan](plural), and thus this problem doesarise.

In English, some words have a single meaning insihgular form and multiple
meanings in the plural. For example, the wpréemisemeans amssumptionyhile the word
premiseameanassumption®r the place that includes the building and the sunding land
Both these forms should occur in the UW dictiondilyis leads to the problem of the correct
UW selection when the womtemiseccurs in a sentence. For these words, for exartiyge,
lexicon needs to store the UWs prerfideassumption)and premises(icl>place).The
guestion of choosing the right sensepadmiseas inclean the premisewill, however, arise,
and this can be resolved only by using the lexmaperties of the main verb and the
surrounding words.

Hindi, like Japanese, has a special way to showers It uses plural forms of
pronoun for this purpose. For exampieg [aap](all of you) is used instead ®ftoo] (you)
for a person when addressed with respect,zarjdam](we) is used fo¥ [main](l) to show
one's own importance. English does not have suahtipes. Thus while translating from
English to Hindi, the produced sentence may be cergable for a native speaker of Hindi.
For exampleq [too] used instead ofiy [aap] forfather or a distinguished person will be
frowned upon. We have explained in section 4.3ughothe sentence H13 the strategy for
dealing with this phenomenon.

B. Person

The personof a noun does not generally change in translatietgveen Hindi and English.
But there is one situation where this occurs, dmsl happens more with the spoken Hindi
than with the written form. Hindi speakers ofter tise second person plural form instead of
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the third person singular to describe a person ishzeing interviewed or is in focus of an
event. For example,

H22. a1 1 SRE S q.0d.31. %l SUMeT 9T & |

aap ne amarikaa se apanee p.h.d. kee upaadhpraapt kee

you (plural)America-fromyour (plural)Ph.D.-of degree obtained

E22. He/She obtained his/her Ph.D. degree from America.

It is not easy to deal with casEhe fact thatTq (aap)translates ttne/shecan be known only
from the discourse and currently the UNL handldyg simgle sentences, calls for post editing
of the UNL expressions.

C. Gender

Three gender forms are recognized in Englishsculingfeminineandneuter,while in Hindi
there are only two forms- masculine and femining@sToes not pose much of a difficulty in
translation from Hindi to English and vice versacg the Language-UW dictionaries are
different for the two languages. The gender atteblare language dependent. For the UW
child(icl>human) the English mappinghild has the neuter gender, while the Hindi mapping
g=n [bachcha] (child) has the Masculine Gender.

The other differences with respect to the gendesuoavith pronouns and the
possessive case. Hindi does not have differentopmos for different genders. For example,
there arehe and shein the third person in English, but there is oalysingle pronourrs
[vah](he or she) in Hindi. The verb morphology Ieliplentify the gender. In the Hindi
enconversion, by defaulie is generated fows [vah]. This mapping obviously is kept in the
dictionary.

Gender specific possessive pronounis,(her or its) are used in English, while in
Hindi, == [us](his or her) is used for both the genders. I@nather hand, Hindi expresses the
gender of the possessed entity by using differase enarkers. For example, in Hingigr
2ra [usakaa dost] (his/her he-friend)oret 2= [usakee dost] (his/her she-friend) is used to
refer to a boy friend or a girl friend respectively English the possessive prepositiafiis
common for all genders, while in Hindi the corresging case markers [kaa](of-male) and
#1 [kee](of-female) are used according to the genéidreopossessed entity.

D. Tense

There are irregular verbs in English, which regsieparate entries in the dictionary, since the
irregular verbs cannot be morphologically derivedaisimple way from the stems. In Hindi
also, there are irregular transformations of vefas. example#r (do) andf&ar (did). An
important distinction in terms of the tense is tBaglish does not show any inflection from
the stem for the future tense, but uses auxilidikesvill andshall. For example,

E23. He will read. He will write.

While in Hindi, the present continuous tense dadshow any inflection.

H23. % @ &% | 7 fmwz
vah padh rahaa hai vahlikh rahaa hai
he reading-is he writing-is

Here, ¢ [padh](read) andfra [likh](write) are the base morphemes for all polksib
transformations with respect to tense and persbesd phenomena are dealt with through the
elaborate set of morphology rules in the analyser.
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6 Language Divergence between Hindi and English

We have already described the major differencesdst Hindi and English. In this section,
we discuss them in a more formal setting propoeeDorr 1993) which classifies various
Language divergences and suggests solutions to whgmmespect to the Lexical Conceptual
Structure (LCS).

Unlike LCS, UNL is based on the linking of word cepts in a semantic net like
representation. We aim to show that most of therdiences described in (Dorr 1993) either
do not affect UNL based translations or are contpealgt easier to handle than in the LCS
approach. Wherever possible, the examples fromr(D&93) are used.

6.1 Syntactic Divergence

Dorr (Dorr 1993) gives the following divergencesseng from structural and syntactic aspects
of German, Spanish and English languages:

« Constituent Order divergence

* Adjunction Divergence

« Preposition-Stranding divergence

¢ Movement divergence

¢ Null Subject Divergence

« Dative Divergence

¢ Pleonastic Divergence

In this section, we discuss the effect of eacthe$é on the analysis of English and Hindi into
the UNL form and also of generation from UNL intanHi.
6.1.1 Constituent Order divergence

Constituent Order divergence stands for the wordknodistinctions between English and
Hindi. Essentially, the constituent order descrilvdgre the specifier and the complements of
a phrase are positioned. For example, in Englisicimplement of a verb is placed after the
verb and the specifier of the verb is placed befdtas English is a Subject-Verb-Object
(SVO) language. Hindi, on the other hand, is a &ibpbject-Verb (SOV) language. The
following shows the constituent order divergenceveen English and Hindi:

E24. Jim is playing tennis.
S \% O
H24. 5w 2fm Z@ el

jeem Tenis khel rahaa hai

Jim tennis playing-is
S @) \

Also, in Hindi, the qualifier of the complement seeds the verb whereas in English, it
succeeds the complement. For example,

E25. He saw a girl whose eyes were blue.
S V @) Q
H25. 30 7 Us @S &l odT  [oTdehl AT el o |

us neek ladakee kdekhaajisakee aankhen neelee thee
He adirl-to saw whose eyes blue were

S O \Y, Q
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The UNL expressiongienerated from both English and Hindi are the sdomethese
examples. In general, constituent order divergeioes not affect the results of enconversion.
But it does affect thestrategy of analysisThe EnConverter system requires two UWs or
Compound UWdo be adjacent to each oth&r generate a UNL expression between them.
After every relation is generated, one of the pgoéting UWSs is deleted from the node-list
and is made the child of the other UW in the seindrdge. For Hindi, the complement and its
qualifier cannot be adjacent at any point of thalgsis. Hence the SOV structure of the input
sentence is converted in the intermediate stepshie SVO structure. The UNL expressions
generated for the above example are:

[S]

aoj(see(icl>do).@past.@pred.@entry, he(icl>person))
obj(see(icl>do).@past.@pred.@entry, girl(icl>persoy
pof(girl(icl>person), eye(icl>thing).@pl)
aoj(blue(icl>state),eye((icl>thing).@pl)

[/s]

6.1.2 Adjunction Divergence

Syntactic divergences associated with differenesypf adjunct structures are classified as
Adjunction divergenceHindi and English differ in the possible posiiiog of the adjective
phrase. In the former, this phrase can be placetiddeft of the head Noun. This is not
allowed in English.

For example,
E26. *the [living in Delhi] boy
H26. [Eei & 7e-ar| GEE

[dillee meinrahanevaalddadakaa

[Delhi-in  living] boy

aren [vaalaa] added teem [rahanaa](live) makes it an adjective phrase. Thisstruction, in
general, applies to only habitual actions. For gxam

H27. (A) ™ [Aed &l 96e  oiHdm@n]  dew 9 |

raam ngmohan ko pasandchanevaalddohafaabhejaa

Ram [Mohan-tdike come-ing] gift sent
(ByMT € AW U A AR B e AR

raam neah tohafadbhejago mohan kgasandayaa

Ram thatgift sent thatMohan-tolike came
CmT T dew W S AR @ e F

raam n&ah tohafaebheejaajo mohan kgpasandai

Ram that gift sent _thatMohan-tolike is
E27. Ram sent the gift that mohan likes.

Sentencesi27 (A) and (C) are equivalent. H26(B) cannot as&. The UNL expressions of
the sentenckl27 follow.
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S

([alg]t(send(icl>do).@entry.@past,Ram(ic|>person))

obj(send(icl>do).@entry.@past,gift(icl>object). @inef)

aoj(like(icl>do).@present, Mohan(icl>person))

obj(like(icl>do).@present, gift(icl>object). @indef)

[/S]
The generator identifies an adjective clause bytivee arrows coming into the noun node
gift(icl>object) from the verb nodesend(icl>do)andlike(icl>do). It identifies the main verb
of the sentence by th@entry attribute. It generates the sentertd27(A) if the verb
like(icl>do) is in the present tense and the sentét®4B) if the verb is in the past tense.

Another Divergence in this category is frepositional phrase (PP) adjunctiomith
respect to a verb phrase. In Hindi a PP can beglhetween a verb and its object or before
the object, while in English it can only be at thaximal level {.e., not between the verb and
its object). For example,

E28. He called me [to his house.]
*He called [to his house] me.
H28. (A) a1 91 [39d =] garmn|

usnemujhe[apneghai bulaayaa

he to-mehishouse called

(B)Tm [+ =] g3 gem|

usne [apneghal mujhebulaayaa

he his houseo-mecalled

The UNL expression®r both the sentences remain the same and theajenean produce
any of the above Hindi sentences.

[S]

agt(call(icl>do). @past. @pred.@entry, he(icl>persoi)

obj(call(icl>do). @past.@pred.@entry, I(icl>person))

plt(call(icl>do).@past. @pred.@entry, house(icl>plag))

[/s]

6.1.3 Preposition-Stranding Divergence

This divergence is accounted for by the choiceroper governors.
E29. Which shop did John go to?
H29. *fd @M =@ ™ § ?

kis dukaanjohn gayaamein

[S]

agt(go(icl>do). @past,@pred.@entry, John(icl>persoi)
plt(go(icl>do).@past,@pred.@entry, shop(icl>place))
mod(shop(icl>place), which)

[/s]

H29 which is a literal translation d£29, is syntactically incorrect as the case marker
[mein](to) cannot be a proper governor for the npbrase. In English, the preposititmis a
proper governor for the trace. The case markfmein](to) is required to follow the noun
which in this case ig@&= [dukaan](shop). The Hindi Generator does the symiaxning
accordingly and produces the right case marker whemncountersplt(go(icl>do),
shop(icl>place))
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6.1.4 Null Subject Divergence
In Hindi, unlike in English, the subject of the samce can be left implicit. For example,
E30. Long ago, there was a king.
H30. g9 Wedl Th T ol
bahutpahaleek raajaathaa
long ago oneking was

Hindi allows dropping of the subject where the sabjis obvious. For example, we repeat
sentenceéd7:

H31. a1 = £ |
jaa rahaa hun
dgoing-am
E31. *am going.

The subjec# [main](l) is absent. Such omissions are permittaly @ two situations. The
first is thata pleonastic is eliminatednd the second is whenvalid subject is omitteds its
implicit presence is reflected through the morpbglef the predicate. The first case is
discussed in the next sub-section. In the othee,ct® eliminated subject requires to be
produced in the UNL expressions. This is done nering the structure of the UNL graph
during the analysisioj andagtare the only relations that relate the predicaté e subject
of the sentencélhe system takes care of this phenomenon by degettte absence afgtor

aoj relation with the main predicate in a non-passietence. If such a condition is detected
then it inserts an appropriate UW(icl>person) in the above example, in the nodelist. The
analysis of the sentence is then continued as .uBbalUNL representation f&i31 is:

[S]
agt(go(icl>do).@entry.@present.@progress, I(icl>paon))
[/s]

A special kind of Null-Subject divergence is thedtiastic Divergence.

6.1.5 Pleonastic Divergence
A Pleonastic is a syntactic constituent that hasamantic content. For example,
E32. ltis raining.

It has no semantic role in the above sentence. SiyifasentencéE30,theredoes not have
any semantic role. Frequently, pleonastics areetinto another constituent that carries the
appropriate semantic content. If the UNL repredentaof the above sentence is done as
follows then the Hindi generator will probably gesmte the sentencéi32, which is
stylistically incorrect.

[S]

aoj(rain(icl>do).@progress.@entry, it(icl>abstractthing))

[/s]

H32. 2?3z aflq &1 &iel’

yahbaareesko rahee hai

"2 indicates that the sentence may be syntacticathect but its stylistic validity is questionable

30



this rain  happening-is

To deal with such problems, pleonastics are idiedtifising semantic properties of the words
in the sentence and they do not become part dile expressions. For example, it has been
observed that natural events likain, thunder, snow, etanake sentences usirigas a
pleonastic. Such words are given an attribute d®&I&TURAL-EVENTIn the lexicon, using
which, theit in the sentence, as EB32, is eliminated from the UNL expressions. Nole t
UNL representation dE32 is:

(w]

rain(icl>do). @entry. @pred.@progress

[/w]
Note that the UWain(icl>do) is not related to any other word and the evedegcribed by a
single UW which meansin is in progressThis can be translated to a correct fornH@2
as:

T & T2 |

Detailed information about detecting pleonastias lsa found in (Parikh 2001).

6.2 Lexical Semantic Divergence

Lexical-semantic divergenc@orr 1993)- arising from the properties of theris in the
lexicon- are of the following types:

« Conflational divergence

e Structural divergence

e Categorial divergence

* Head swapping divergence
* Lexical divergence

These are explained with examples along with te#iect on the analyser and generator
outputs.
6.2.1 Conflational Divergence

Conflationis the lexical incorporation of necessary compdgef meaning (or arguments) of
a given action. This divergence arises from a tianain the selection of the word between
the source language and the target language. Bon,

E33. Jim stabbed John.

H33.JM A "E &l % A 77 |
jeem neiohn ko chhoore-senaaraa
Jim John-to knife-with hit

stab does not have a single word equivalent word indHikVe require the phrasg # amt

[chhoore se maaraa] (hit with a knifés a result, the UNL expressions generated from
E32 and H32 vary. The HA produces:

[S]

agt(hit(icl>do).@entry, Jim(icl>person))
ben(hit(icl>do).@entry, John(icl>person))
ins(hit(icl>do).@entry, knife(icl>thing))
[/s]
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However, the EA directly procudesab(icl>do). But if the Hindi phras&r # wrr [chhoore

se maaraalknife-with hit- hit with a knife) is mapped to the U¥tab(icl>do)in the Hindi-
UW dictionary, the HA produces:

[S]

agt(stab(icl>do).@entry, Jim(icl>person))

ben(stab(icl>do). @entry, John(icl>person))

[/s]
The EnConverter’'s property of picking up the londegseme has been exploited here. The
expression is the same as the UNL expressions peddby the EA. Most cases of
conflational divergence are handled this way. Tipposite case of Hindi words being
conflational has been discussed in section 2.Bdtr noun gevar)and verh(ausaanaa)

6.2.2 Structural Divergence
E34. Jim entered the house.
H34. I =7 § 9a97 e |

jeem ghar mein pravesha kiyaa
Jim house-intoentrydid

The Hindi sentence diverges structurally from timglish sentence, since the verbal object is
realized as a noun phrage(se in English and as a prepositional phrasei([ghar mein)
in Hindi. In English, bothenter and enter into will be allowed whereas in Hindi the
prepositional phrase should strictly be used. Thie @xpressions from both the English and
Hindi sentences are the same:

[S]

agt(enter(icl>do).@entry.@pred.@past, Jim(icl>persa))

plt(enter(icl>do). @entry. @pred.@past, house(icl>plee))

[/S]
If into is not present, the EA can generatg betweenenter and house This problem is
solved by using the semantic attribeACE of the wordhousein the lexicon. This causes
the generation oplt instead ofobj. Thus, the lack of syntactic information (implicit
prepositions) is compensated for by the semanteviedge.

6.2.3 Categorial Divergence

Categorial Divergencarises if the lexical category of a word changasnd) the translation
process. For example,

E35. They are competing.
H35. 38 J@EEa & EE|

vaha mugaabalakar rahe hai

Theycompetition doing-are

Here, competingis expressed as a verb in English and as a natm-sembination
(mugaabalaa kar- competition do) in Hindi. Thisettgence is very common in English to
Hindi MT- and in general in English to an Indiamdmage MT. Hindi- like most Indian
languages- formsombination verb# which a noun is followed by a form @&t [kar] (do) or

1 [ho] (be)to express the action suggested by the noun.
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This phenomenon is handled by the HA by having éntries of such nouns in the
lexicon- one as a noun and the other as a verb.v&He entry has an attributimk which
indicates that a form o [kar](do) is to follow the noun. For the examplegaint, geree
[muqgaablaa] hasé following two entries in the lexicon:

[Jeptae] {} “competition(icl>action)” (N, NA, MALE, INANI, ABSTRACT);
[gr1ae] {} “compete(icl>do)” (V, link);

Because of this, the UNL expressions for both thglieh and the Hindi sentences
are the same:

[S]
agt(compete(icl>do).@entry.@pred. @present. @progresthey(icl>person))
[/s]

6.2.4 Head swapping divergence
A. Demotional Divergence

Demotional divergence is characterized by dleenotion(placement into dower down
position) of a logical head. In such a situatidme togical head is associated with the
syntactic adjunct position and then the logicaluargnt is associated with a syntactic
head position.

For example,
E36. It suffices.
H36. 78 @ 2 |
yaha kaafee hai
It sufficient-is

The wordsufficeis realized as the main verb in English but aadjectival modifiersm
Z [kaafee hai] in Hindi. The UNL expressions genatdtem the EA and the HA differ.
The EA generates:

[S]

aoj(suffice(icl>do). @entry. @present, it)

[/s]
While, HA will generate the following UNL expressis:

S

go]j(sufficient.@entry.@present, it)

[/s]
The HG produces the sentend86 from both the representations. This is becdlee
Hindi-UW dictionary has wffice(icl>do) mapped tasmr = [kaafee hai](is sufficient).
Hindi does not have any equivalent verbduaffice.Thus the divergence is handled in the
lexicon with the following entry:

[T%N {} “suffice(icl>do)” (V, VI);
B. Promotional Divergence

Promotional divergence is characterized by flmemotion (placement into a higher
position) of a logical modifier. The logical modifiis associated with the syntactic head
position and then the logical head is associatéidl & internal argument position.

E37. The play is on.
H37. 3@ aa =1 2 |
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khel chal rahaa hai

Play going-on-is

Here the modifieis onis realized as an adverbial phrase in Englishalsuhe main verb
T@ &1 ¢ [chal rahaa hai](going-on-is) in Hindi. The UNLp®ssions generated by the EA
are:

[S]

aoj(on(icl>state). @entry.@present, play(icl>abstracthing). @def)

[/s]
The HA on the other hand generates:

[S]

agtj(go on(icl>occur).@entry.@present.@progress, ay(icl>abstract thing))

[/s]
The solution to this is same as that for demotiaitadrgence. The dictionary entry in this
case would be:

[T {} “go on” (V,Va);

6.2.5 Lexical Divergence

Lexical divergence means that the choice of a target Eggyword is not a literal translation
of the source language word. However, lexical djeace arises only in the context of other
divergence types. In particular, lexical divergergemerally co-occurs with conflational,
structural and categorial divergences.

H38. &M Fa@iarl =¥ | Tq T |

john jabarjasti ghar meirghus gayaa

Johnforcefully house-in enter-go

E38. John broke into the house.

Here the divergence is lexical in the sense thatt#iget language word is not a literal
translation of the source-language word.

The EA and HA will both produce the following UNK@ressions:

[S]
agt(enter(icl>do). @past.@entry.@force, John(icl>peson))
plc(enter(icl>do). @past. @entry.@force, house(icl>hne))
[/s]

It is clear how the HA can produce the above exioes. EA achieves this by mappiogak
into to enter(icl>do) in the English-UW dictionary. It also places aftribtite FORCEDIinto
the lexicon which signals the generatior@forceduring analysis.

7 Experimental Observations

The English Analyser (EA), the Hindi Analyser (HAhd the Hindi Generator (HG) have
been tested using the sentences in the United méa@barter provided by the United Nations
University. The corpus was designed to test thedde€rters of different languages all over
the world. The corpus has around 180 sentences. ift English and has been manually
translated into Hindi for the HA. As the analysare not yet equipped with Word Sense
Disambiguation capability, inter-category word sensvere manually disambiguated. As
mentioned before, the analysers have intra-categorypart of speech disambiguation
capability. Approximately 80% of these sentences have beeressitdly converted to UNL
expressions by the analysers without any changieeiinput sentences. The rest had to be pre
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edited to a certain extent by simplifying the stane of the sentences and controlling the use
of punctuations. The UNL expressions generatedhbyBnglish and Hindi Analysers were
given to the Hindi Generator. 95% of these UNL esgions were correctly converted into
Hindi by the HG.

The Hindi analyser has also been tested on a hugdi Ebrpus provided by the Ministry of
Information Technology, Government of India. Tha@pus consisted mainly of stories from
the political domain. The English Analyser too Hamen tested on documents like the
EnConverter Manualsentences from Brown Corpus and stock marketestatownloaded
from different web sites. We are continuously uplgrg our system by testing on numerous
corpora. The test base is currently considerabie Barcelonacorpus obtained from the
multilingual information processing being conduciedSpain, sentences from tivdedline
corpus,the agricultural corporafrom the Gujarat Government and such other corpoea
being worked on. Thus the evaluation process jgsagress.

Besides techno-scientific domains we have testeatialyser on literary works also.
It is worth noting here that such sentences requivee pre-processing than sentences from
the technical domains. An example of a sentencehantled properly by the system from
Wodehouse is:

| loosed it down the hatch, and after undergoing passing discomfort, unavoidable
when you drink Jeeves's patent morning revivertiaeing the top of the skull fly up to
the ceiling and the eyes shoot out of their socketsrebound from the opposite wall like
racquet balls, felt better.

However, with some obvious pre-editing as showowehe sentence is analysed accurately.

| loosed it down the hatch and after undergoing thessing discomfort which is
unavoidable when you drink Jeeves's patent morrengyers, of having that the top of
the skull fly up to the ceiling and the eyes slmtof their sockets and rebound from the
opposite wall like racquet balls, felt better

The verification of the analysis and generatiorcpsses have been carried out by converting
Hindi sentences into UNL expressions and generdftiagentence back. The results obtained
are quite satisfactory in the sense that the gestesentences are in most cases the same as
the source sentences. Sometimes the postpositikersare different while at other places a
different word has been chosen. Yet other times, dtnucture of the generated sentence
differs from the source sentence. However, in alles the idea contained in the source
sentence is conveyed in the generated senten@wv A¥amples are given below:

Example 1
Source Sentence

H39. 1209 T8 UV AR HaTAi # WErad agd J1 Jal dl FHEE Hd € |

adhyayana samooha upakaran aur sevaaoM se saMbhatlbbt saare muddoM ko
samaavisht karate haiM.

E39. The Study Groups cover a wide number of issues related to equipments and
services.

UNL

[S]

aoj(cover(icl>include):21.@entry.@present. @pred, Sy Groups:00)
obj(cover(icl>include):21.@entry.@present.@pred, sue(icl>important point):1R.@pl)
mod(issue(icl>important point):1R.@pl, relate(icl>oncerning):14)
mod(issue(icl>important point):1R.@pl, wide numberof(icl>very great):1F.@pl)
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aoj(relate(icl>concerning):14, :01)
and:01(service(icl>assistance):0U.@entry.@pl, equigent(icl>tool):0G)
[/s]

Generated Sentence
H39'. 312999 7§ U AR Hall TEted agd A1 Jai &l FAae Hd ¢ |

adhyayana samooha upakaran aur sevaaeM saMbarattabtbsaare muddoM ko
samaavisht karate haiM.

Remark

Comparing the generated sentence with the sounters® we find that only the postposition
marker ofsevaa (servicelas changed. The sentence is acceptable in Hicldilee meaning
of course is conveyed.

Example 2

Source Sentence

H40. 3™ F1 & %9 § 37 21  WEHRI A7 W WHH T3 I THAE T AR
A & UREE & SR AT ARG 8 B & & ol A7 J41 3907 dd 390
UEd % gerdl o & g U A1 1 € |
antarraashtriya saMsthaa ke roop meM aaii tii WawakaaroM aur gair-sarakaarii
saMsthaoM ko doorasaMchaar taMtra aur sevaaoM ké&gsdan ke vistaar aur

samanvayiikaraN hetu kaarya karane ke lie aur sdeshoM tak unakii pahuMch ko
baDAVA dene ke lie eka saath laataa hai.

E40. As an international organization, ITU brings together governments and private
sectors to work for expanding and coordinating the operation of the
telecommunication networks and services, and to promote their access to all
countries.

UNL
[S]
aoj(bring together(icl>gather):6T.@entry.@present.@red,

ITU(icl>International Telecommunication Union):0X)

obj(bring together(icl>gather):6T.@entry.@present.@red, :01)
pur(bring together(icl>gather):6T.@entry.@present.@red, :04)
and:04(foster(icl>nurture):69. @entry.@pred, work(id>do work):4J.@pred)
obj:04(foster(icl>nurture):69.@entry.@pred, access¢l>approach):5X)
scn:04(access(icl>approach):5X, country(icl> natign5G.@pl)
mod:04(access(icl>approach):5X, those(icl>pronourhR)
ao0j:04(overall(icl>all):5B, country(icl>nation):5G. @pl)
pur:04(work(icl>do work):4J.@pred, :03)
mod:03(coordination(icl>coordinating):3Y.@entry, operation(icl>functioning):38)
and:03(coordination(icl>coordinating):3Y.@entry, expanding(icl>expansion):3M)
mod:03(operation(icl>functioning):38,  :02)
mod:03(:02, telecommunication: 2B)
and:02(service(icl>assistance):2Y.@entry.@pl, netwk(icl>system):2N)
and:01(institution(icl>organization):1Z.@entry.@pl, government:16.@pl)
aoj:01(private(ant>governmental):1K, institution(icl>organization):1Z.@entry.@pl)
aoj(ITU(icl>International Telecommunication Union): 0X, as:0L)
obj(as:OL, institution(icl>organization):0E)
aoj(international(icl>characteristic):00, instituti on(icl>organization):0E)
[/s]
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Generated Sentence

HA40'. THTT 3 T WA FA131 &I ST T2 & &9 § 35 < J THAW &l af 31
HaTd qRaEe & [ A7 JHaEe & [d & & AT A9 39T § S 9gT @
TeTaT S & o1 Ueh A1 Tl € |
sarakaaroM aur gair-sarakaarii saMsthaoM ko ardahtaiiya saMsthaa ke roop
meM aaii tii yoo doorasaMchaar kii taMtra aur selaparicaalan ke vistaar aur

samanvayiikaraN ke lie kaarya karane aur sabhlhasmeM unakii pahuMch ko
baDAVA dene ke lie eka saath laataa hai.

Remarks

Here the phrasew@ri #ir I a7l st @& (governments and private sectors) has been
placed at the start of the sentence. Being folloed =7 # (as) this gives an impression
initially that ITU is being qualified by the phrase. This, howevetsgectified as one reads
ahead. The meaning is conveyed, but the sourcersmntis structurally better than the
generated one. There are other minor changesHik® becoming#am and@® becomingd,
which do not alter the meaning.

Example 3
Source Sentence

H41. 72 399 Qe &1 Us J21 HEGH AR AFgid (a1 HAMl &1 U [&gd &3 Fad &I
ST Y 155 AT T 9T TR &l oIl 97 S aigd B |

yah utsav pradarshanoM kaa ek badaa kaaryakrarsaamMskritik kriyaa-kalaapoM
kaa eka vistrit kshetra pradaan karegaa jo podsedir®oM tak vishva saMskrtiyoM Kii
srjanaatmakataa par dhyaan kendriwt karegaa.

E41. This Festival will offer a broad program of performances and a wide range of
cultural activities that will focus on the creativity of world cultures over a period
of 155 days.

UNL
[S]
obj(provide(icl>do):2Q.@entry. @future.@pred, :01)
aoj(provide(icl>do):2Q.@entry. @future.@pred, festial(icl>event):05)
mod(festival(icl>event):05, this:00)
aoj(focus(icl>concentrate):4W.@future.@pred, :01)
and:01(range(icl>variety):2B.@entry, program(icl>peformance):10)
mod:01(range(icl>variety):2B.@entry, activity(icl>action):1Q.@pl)
a0j:01(cultural(aoj>thing):1F, activity(icl>action) :1Q.@pl)
mod:01(program(icl>performance):10, performance(ickabstract thing):0E.@pl)
a0j:01(great(icl>characteristic):0U, program(icl>peformance):10)
tim(focus(icl>concentrate):4W.@future.@pred, day(it>period):3H.@pl)
scn(focus(icl>concentrate):4W.@future.@pred, creatity(icl>creativeness):4D)
mod(creativity(icl>creativeness):4D, culture(icl>cvilisation):3Y.@pl)
aoj(world(mod<thing):3S, culture(icl>civilisation): 3Y.@pl)
aoj(around(icl>about):38, day(icl>period):3H.@pl)
qua(day(icl>period):3H.@pl, 155:3D)
[/s]

Generated Sentence

H4l'. @7 S A7 a1 &emdl & J=1 Je9i &1 Uh HHgH A7 UF [Af= Jar ge
HE A Y 155 A [G9a T l Taeadhdl 9 S divgd B |
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yaha utsav  saaMskritik kriyaa-kalaapoM ke badaadamshanoM kaa eka
kaaryakram aur eka vibhinn prakaar pradaan karég poore 155 dinoM meM
vishva saMskrtiyoM kii racanAwmakawaa par dhyaandkavt karegaa.

Remarks

This illustrates changes of word as in fli}= g&r (range)in place offawa &= (another
meaning ofrange) (ii) Ta=T@aad in place ofgsrddewar both meaning the samieg., creativity
and (iii) #(in) in place ofd® (over). The reordering of phrases, however, is more ser@uN
Al fgam e & J=1 gedHi @ UH &gA (a program of a broad performance of cultural
activities) replacingmes i @ ©# I FEFH AT AGE AT Fama (a2 broad program of
performances and cultural activities) where meaaltgyation within that part of the sentence
has taken place. The generated sentence, howsveaqt ifar in meaning from the source
sentence.

The following example shows that though sentencegrnglish and Hindi with
identical meaning are represented as differentaétNL expressions by the EA and the HA
respectively, the HG generates the same outpidibr the representations.

The sentence is:

UNEP has a mission to care for the environment.

EA generated the following UNL expressions:
[S]
aoj(have(icl>state):05.@entry.@present, UNEP(icl>Uted Nations Environment
Programme):00)
obj(have(icl>state):05.@entry.@present, mission(ieuty):0B.@indef)
pur(care(icl>do):0M.@present.@pred, environment(ickstate):0Z.@def)
pur(mission(icl>duty):0B.@indef, care(icl>do):0M@present.@pred)
[/s]

The same sentence was manually translated to Himinput to the HA.

H42. g UA 3 QT Bl @ed  Wferion &l T &7 E |
U N E P kaalakshyaparyaavaran kedekhabhaal karnaa hai

UNEP-of missiorenvironment-of care-dds

E42. UNEP has a mission to care for the environment.

The output of the HA was:
[S]
obj(care(icl>do):1l.@entry. @present.@pred, environrent(icl>abstract thing):13)
mod(mission(icl>duty):0W, UNEP(icl>United Nations Eiwvironment Programme):0H)
aoj(care(icl>do):1l.@entry. @present.@pred, missiorng¢l>duty):0W)
[/s]

The output of the HG for both the sets is:
H43. WA Z W Bl e Wl & @ T 2 |

U N E P kaalakshya paryaavaran ka&hyaal rakhnaa hai

UNEP-of mission environment-of care-das

E43. UNEP has a mission to care for the environment.

This lends credence to the capturing of the sembiy the UNL is a language independent
way.
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At this stage, it is difficult to compare the congtional complexity of the analysis of
Hindi and English sentences into UNL. However, weniion a few pointers in that direction:

1. UNL is based on a predicate centric framework. dihalyser needs to know the predicate
before it starts generating the UNL expressionsaBse of the SOV structure of Hindi,
in most case, the verb occurs at the end of thieises. Thus the Hindi Analyser has to
do a complete morphological analysis of the wondét®way to the end of the sentence.
There are examples in which the Hindi analyser detap the morphological analysis of
words till the end of the sentence and then corfigbeaway back to the subject of the
sentence. This normally does not happen in the agee English Analyser. As soon as
it encounters the predicate, it can start dealiiiy the complements and the prepositional
phrases (PP).

The SOV structure also causes problems becauséneofcomputational model
adopted. For example, the adjacency requiremertheflogical units or constituents
described in sectior6.1.1, sometimes calls for manipulations like thehange of
syntactic constituents to change their order irsér@ence.

2. Prepositions in English can be proper governorsr{0893). Thus sentences like the
following need to be dealt with:

Which shop did John go to?
The system is required to produce:
plt(go(icl>do). @entry. @interrogation.@past, shop(i-place))

But because of the computational model adopteid required to be adjacent shop
This is achieved by exchangigg andshopwhen they are adjacent to each other in the
node-list. Such computations can become very cotipléhe case of longer sentences
with long distance dependencies. In Hindi the caaekers cling to the noun they govern
leading to simpler computation.

3. The problem of word sense disambiguation posegdifies for both the analysers. UNL
requires the analysers to generate an unambiguords a@ncept. Neither the EA nor the
HA has any support fsense disambiguatiotowever, both perform very well farart
of speech disambiguatiomhis helps prune options for a Universal Word.

4. Our experiments show that the number of rules fisedearly the same for both English
and Hindi analysis of most cases. This numberriscty proportional to the number of
lexemes. At least two ruleshift and process are required for each morpheme. Hindi
generally requires more morphological analysis.sTthe number of rules fired & bit
more than that of English. To illustrate this, 8iatistics for four sentences is given in
Table 3. The sentences are:

E44. UNIFEM works to promote the economic and political empowerment of

women.
H44. e Ardi s ofds  qar  Todiae SR & dediad &
T @ B B |

yunifem ouraton ke aarthik tathaa raajanaitik adhikaar ko badhaavaa
dene ke liyekaarya karatee hai

UNIFEM women-ofeconomicandpolitical empowerment-tgpromote-give-for
work-doing-is
E45. | know the lady who has worn a blue saree.

H45.% SHARd @ AEar g P Aol Jel 9 g |
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maius ourat ko jaanataa hujisaneneeleesaade@ahanee hai
I

thatwoman-toknow-is who bluesaree worn-has

E46. Uncle told us that Gita is removing dust from the kitchen with a broom.
H46. arar 5 TMH FE o WA TR H ELE o
[k

chaachaa ndham sekahaaki
nikaal rahee hai

geetaarasoighar _meinjhaadoo sedhool

uncle us-to told that Gita kitchen-in broom-withdust
removing-is

E47. With Lord Krips, his wife had also come and she wanted to buy a fine
shawl from India for taking home.

HA7. @ @01 & A1 3! 9o 41 315 g5 o1 3AF 9 97d J =9  9H & [ UH
SHET 9T EoieAT aredi ot |

lord krips ke saatlinakeepatneebheeaaee huee thaw ve bhaarat sevadesh
le jaane ke liyeek umdaashaalkhareedanaehaahatee thee

Lord Krips-with his wife also come-hadand sheIndia-from native landtake-
go-for onefine shawlbuy-towanted

Sen. No. Type No. of Lexemes No. of Rules Fired
English Hindi EA HA
40 Simple 22 30 54 64
41 Adjective Clause 20 20 46 55
42 Noun Clause 26 33 57 71
43 Compound 44 55 101 122

Table 3: Statistical information for example sentenes

The difference in the number of rules fired carabeounted for from the fact of two rules
used per lexeme. The other contributing factors are

a. Simple (E40, H40): The presence of the conjunction in semtence. English
requires looking ahead by several words to make isis not a compound sentence
and is a simple conjunction of nouns. The morphplofHindi helps in avoiding
this processing.

b. Adjective claus€E41, H41): The adjective clause requires the Hamdilyser to do
extra processing as explained in seciohl. This explains the 9 extra rules fired
by HA.

c. Noun clause(E42, H42): The difference here is exactly promowdl to the
difference in the number of morphemes.

d. CompoundE43, H43): An extra rule fires in the case of Bfe This is for the look
ahead processing of the compound sentence.
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8 The Issue of Disambiguation

As has been mentioned at various places in therpapesystem currently does mairggrt
of speech disambiguatiand a little bit olsense disambiguation for postposition marker and
wh-pronouns.The main instruments of disambiguation are the conidion windows
around the analysis heads and also the lexical aifbutes of the words.This achieves the
look ahead and look back necessary for disambigmatve point out the specific sentences
mentioned in the paper where disambiguation takesep The words disambiguated are in
bold.
1. The soldier went away to the totatlgserted desetb desertthe house in thdeset.
Part of speech disambiguation using the adteeily which must precede an
adjective which in turn must precede a noun
2. He went to my homghen| was away.
POS disambiguation (adverb phrase) using the fiathobmedoes not havéme
attribute.

3. He met me at a tim@&henl was very busy.

POS disambiguation (adjective phrasefiencan qualify a noun witkimeattribute.
4. The sentences witkein Hindi (sentencek3 to E6)

Sense disambiguation using the lexical attribufébepreceding nouns.
5. The sentences 1, 2, 3 and 4 usinth in section 5.

Sense disambiguation using the attributes of thmsin the sentences.

These examples throw light on the disambiguatigrabdity of the analysers. However, more
powerful lexical resources will have to be usedldoge scale WSD.

9 Conclusions and Future Directions

The criteria for deciding the effectiveness of mieilingua are that (a) the meaning conveyed
by the source text should be apparent from thelimgeial representation and (b) a generator
should be able to produce a target language sentehich a native speaker of that language
accepts as natural. A careful observer will notice (a) and (b) are essentially the same. Still
we put them down separately to emphasize the pres#ra mechanical procedure in (b).

Keeping these criteria in view, our conclusiongtuos capability of the UNWis-a-vis
language divergence especially between EnglishHamdi are:

1. The UNL expressions generated from English and Hexs are mostly the same, as
has been brought out in sectién

2. When they differ, they do so mainly in the caseveffy overloaded constructs like
havewhere the mechanical analyser does not captuneattied nuances.

3. The lexical-semantic divergence is actually handledhe L-UW dictionary. The
generator primarily bears the burden of naturalaesssidiomaticity in this case.

4. The syntactic divergence, on the other hand, imgmily tackled by the analysers. The
capability is built into the rules.

5. The amenability to generation is being tested thincat least another language, which
is Marathi, a western Indian language, in our cabe. results are approximately the
same as in Hindi because of the similarity in strreebetween Hindi and Marathi.

There are several future directions. The L-UW diatiry has to be enriched enormously both
in terms of the UW content and the semantic atteibso as to capture the word and world
knowledge. The analysers need to be augmentedpwitierful word sense disambiguation

modules. Hindi Generator needs to be thoroughtedegsing the UNL expressions produced
by the analysers for other languages. Investigaifahe UNL as a knowledge representation
scheme and the use of this knowledge for variouggses like text summarisation, automatic
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hypertext linking, document classification, textaige consistency checking and such other
knowledge intensive tasks should be carried out.
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