Emotion Analysis of Internet Chat

Shashank and Pushpak Bhattacharyya
Computer Science and Engineering
IIT Bombay
Mumbai, India
(shashank, pb} @se.iitb.ac.in

time feedback on the users’ emotional state in-
Abstract ferred from the conversation text. Another applica-
tion of such ability can be automating facial
We present a system for Emotion Analysis of  expression ofAvatarsin online games, especially

Instant Messages (IM). Using Instance Based  Massively Multiplayer Online Role Playing Games
classifier we have shown that our system can (MMORPGS).

outperform similar systems in the IM domain.
Tagged instant messages and elaborate feature 5  prgoplem Domain
engineering can help a lot in increasing the
performance of text cIassificatipn of unstruc- While much work has gone into emotion analysis
tured, ungrammatical text. The impact of class ¢ 1oy from domains like news headlines and blog
imbalance on classification has been studied . AN
and demonstration has been made of how un- pOStS. (Strapparava "’?”d Mihalcea, 20.08’ Wiebe and
dersampling can help mitigate this problem. C_ardle, 2_00',5)’ relatlvely le_ss attention has bee_n
given to similar analysis of instant messages. This
can partly be explained by important differences in
1 Introduction the nature of data that is typical of the two do-
mains. The text in instant messages is far less
Of late, Instant MessagingIM) has been made structured than news headlines and blog posts, is
popular bylnstant Messaging Clientkke AIM, less grammatical, has more unintended typographi-
MSN and more recently, GTalk. With this mediuntal errors, has special morphological conventions
gaining vitality as a form of communication, a natlike vowel elongation and, last but not the least,
ural interest in a proper understanding of the peclvaded with a colloguialism of its own, resultinyg i
liarities associated with Instant Messaging basetllarge number of out-of-vocabulary (OOV) words.
communication in particular an@omputer Me- See Tagliamonte and Derek (2008) for a study of
diated CommunicatiofCMC) in general has in- IM-speak from a linguistic point of view.

creased too. All these irregularities point towards an inhe-
An important aspect of such CMC as IM igent difficulty in identification of emotion in in-
the affectiveor emotional content of the informa-stant messages as compared to more structured
tion involved. An ability to identify affective cen data from sources of formal text. For a detailed
tent and to classify the nature of the affect hamnalysis of these difficulties see Schmidt and &ton
myriad practical applications. While some intereghttp://www.trevorstone.org/school/ircsegmentatio
has been reported from the point of view of admim.pdj.
istration and moderation of such communication The roadmap of the paper is as follows. Sec-
(Holzman and Pottenger, 2003), a bigger motivaion 3 is on related work. Data preparation is de-
tion has come from the area of Affective User Inscriped in section 4. Section 5 gives the
terfaces (AUI) (Boucouvalas, Zhe and Xu, 200Zxperiments and results. Section 6 compares our
Liu, Lieberman and Selker, 2003). Such AUIs inyork with existing one. Section 7 draws conclu-
clude improved chat clients that can provide reajons and points to future work.
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3 Related Work
| have a problem with people

Wiebe and Cardie (2005) have made an extensive PMing me to lol
study of the discernibility of emotions in news

headlines by human annotators. A reported inter- <terminals>
annotator disagreement of 20-30% clearly indi- . ) .
cates yet another challenge in such a task, even fo <t pos="PRP" word="1"/>

structured and formal text.

Strapparava and Mihalcea (2008) have fe-
ported results for emotion analysis of news head-
lines and blog posts using a range of techniques
including keyword-spotting, Latent Semantjc
Analysis (LSA), Naive Bayes, rule based analygis <t pos="NN"
and Pointwise Mutual Information (PMI). Aman  word="problem"/>
and Szpakowicz (2007) have reported results [for

<t pos="VBP"
word="have"/>

<t pos="DT" word="a"/>

similar dataset using Naive Bayes and Support <t pos="IN" word="with"/>
Vector Machines (SVM).
In the domain of instant messages, Boucouya- <t pos="NNS"

las et al. (2002) have reported the development|of Word="people"/>
a user interface for real time feedback on emotions
in a chat client. Holzman and Pottenger (2008),
probably closest to our work, have reported very
encouraging results on emotion analysis of internet
chat using Text to Speech (TTS) conversion and
subsequent learning based on phonetic features

<t pos="VBG"
word="PMing"/>

<t pos="PRP" word="me"/>

<t pos=""RB" word="to"/>
4 DataPreparation <t pos="UH" word="lol"/>
4.1 DataAcquisition _
We have used data from two sources. A bigger </terminals>

dataset of 10567 sentences is the NPS (Naval Post

Graduate School) chat corpu©ut of these only| __</Post>

7933 sentences, which were part of conversation, Figure 1: A typical post node
have been used (rest all were system messages).

This corpus consists of chat logs gathered from smaller set of 2980 sentences was prepared from
different online chatting services converted t@ set of Iog% Unlike the NPS set, this set was raw
XML. Each statement from one of the participantghat logs. We converted the smaller set called®IRC
of a chatting session is converted to &wstnode. (Internet Relay Chat) set henceforth to XML with a
Each sentence is tokenized and tagged for Part-g@thema close to that of NPS set. We first tokenized
Speech (POS) information as well as dialogue aghe sentences in raw IRC set using Treebank-
A typical Postnode from the corpus is shown inwordTokenizer from the NLTK librafy The to-
Figure 1. For detailed information about the corpugens were subsequently POS tagged using a
and dialogue acts refer to Forsyth and Marteflidden Markov Model (HMM) based tagger
(2007) Henceforth we will refer to this dataset afFained on the NPS set. An important difference

the NPS set. between the two data sets is that the IRC set does
not have any dialogue act tagging like the NPS
<Post class="Statement" user="10- chat. This avoided solving yet another classifica-
26-teensUser66"> tion problem (of dialog act tagging) on the IRC. set

2 http://www.demo.inty.net/Units/chatcorpus.htm
3 http://en.wikipedia.org/wiki/Internet_Relay_Chat
! http:/ffaculty.nps.edu/cmartel/NPSChat.htm 4 http://nltk.org




4.2 DataNormalization

Considering the similarity between the Iangua‘gEmotion

used in IM and that in text messaging using Short

Messaging Service (SMS) and taking a cue fr

the research in normalization of SMS text to forANG

mal text, we have explored the possibility of
improvement in classification performance due
suchtranslation To this end, weranslated both

the data sets using two independent web base&A

SMS translation servicesoslang and transl8if.

After translating raw sentences from the originaHAP

corpora we re-tokenized and re-POS tagged
new corpora using TreebankWordTokenizer an

maximum entropy based Treebank POS tag

trained on the Brown Corpus respectively, botSUR

from the NLTK library.

4.3 Emotion Annotation

# of sen- % of sen-
tences tences
DM
281 3.54
AN
tDIS 274 3.45
153 1.92
2644 33.3
the
] SAD 411 51
ger
377 4.7
NEU 3793 47.8

We created a web-based interface for annotatingyple 2: Distribution of sentences among emo-
data with emotion values. The set of emotions usgfén classes (NPS set)

was the basic set of six emotions proposed by
man and Friesen (1996anger (ANG), disgust
(DIS), fear (FEA), happiness(HAP), sadness
(SAD) and surprise (SUR). Besides these, a s

venth emotion ofieutral (NEU) was used for non-

affective sentences. All 13547 sentences were

notated using a web-based interface. Senter

were presented to the annotator in-context (i

maintaining the order of the original conversatio

and each sentence was assignedxiactlyone of

the six emotion categories, the one that was m

prominent in the sentences (multighaotion cate-
gories for a single sentence was avoided for s

plicity). Sentences that were not affective we

assigned theeutralcategory.
The complete dataset was annotated by ong

the authors and hence we could not perform any

Ek-

Emotion # of sen- % of sen-
£~ tences tences
AMNG 109 3.65
ces

IS 111 3.72
n)

FEA 51 1.71
oSt

HAP 1014 34.0
m_

rSAD 119 3.99
2 QUR 132 4.42
TNEU 1444 48.4

inter-annotator agreement study on the result

annotation.

The distribution of sentences among different gp|e 3: Distribution of sentences among emo-
categories has been shown in Tables 1 and 2. Tygion classes (IRC set)

cal of the domain, the distribution is highly skewe
with the NEU and HAP classes taking up most of.4 Feature Set

the share.

5 http://www.noslang.com
8 http://www.transI8it.com

We have used a reasonably large ensemble of fea-
tures. In all, there were 71 attributes for the NPS
set and 70 for the IRC set (the IRC set did noehav
the dialogue act tagging, as mentioned before). The
attributes can be classified into the following duto
categories:



4.4.1 Features obtained from the data (internal  borative online dictionary for slang. We used rank-

to the data) ings determined by user voting on the website for

e Simple Counts: number of words, length of each definition to determine whether a definition
longest word, length of shortest word and awas reliable enough. This was necessary, given

erage world length that this is a community generated content and not
« Part of Speech: frequency count for different as reliable as a resource like Wordnet. For each
parts of speech term for which at least one definition could be
. Emoticons: presence and frequency of emoti.found, its Similarity to root emotion words was
cons (a.k.a, Smiley) determined as the average of the similarities lof al
. Affective Morphology: presence and strengthwords in all the (reliable) definitions for the fher
of vowel elongation (e.gvohoooooo! | won!, Another feature set was generated using Con-
consonant repetitions (e.gahahahi and Ca- ceptNet". Thls_ is another communitgenerated
pitalizations (e.gyou are a BIG loser!) resource that intends to colle@mmon sen_sela-
. Punctuations: presence and frequency of “?"tionships among day to day concepts using asser-
and “I” marks tions like Lizards have a tailand Flowers are

qfragrant to gain ability to connect concepts and
hence used only for the NPS set. generate meanings as human beings do. Using the

Besides these attributes a set of other attriougss PYthon API for ConceptNet, for each sentence we

used that were obtained with the help of externgFSigned scores femilarity between the concepts
resources in the sentence and the roots concepts for emotion

categories likehappinessand sadness We also

442 External Features given by other tools calculated emotion score for each sentence by
and resources measuring its similarity with sentences labeled

We obtained a set of affective keywords belongin§t 2 partmt;larfemoﬂon 4 by us
to categories likeNegative, Positiveand Pleasur Yet another feature set was generated by using

from the General Inquirer corpusFrequency of Latent Semantic Analysis. We used Python gensim

. 2 . .
keywords from these categories was used as a fligrary”® to perform Latent Semantic Indexing us-
ture. |ng.each' sentence as a separate document and mea-

We also used as feature the similarity of word%:”'ng similarity between thesgocuments Once
in a sentence with root emotion wordisy( anger the similarity was calculated we used the same me-
sadness etg.in Wordnet. WNSimilarity API in thod as for ConceptNet, described above, to meas-

PerP was used for the same. The similarity meadil® €motion score for each sentence.
ure used wakesk I_Durlng generation of QII the features scores
An important step in this process was to meagjentloned above, a stop list was used to remove

ure the similarity foislangwords. As is suggested (€ MOst frequent stop words. The stop list was
in Tagliamonte and Derek (2008), a non-trivigf€nerated by counting frequency of all words and

amount of IM-speak consists of non-standaraeleCting most frequent words without affective

words (e.g., abbreviations likeOL for Laughing Worth.
Out Loud and terms likebiatch for bitch). Words
and terms from thilanguagehave almost always a

very high affective value and hence very cruciajye have conducted four sets of classification ex-

for our purpose. Since these words are not presepiimentsneutral vs, emotionapositive vs. nega-

in Wordnet, we used another resource for this pUiye only emotional (no-neutralpnd all classes

pose. For each word in the corpus that was Nimotional + neutral) For each of these experi-

present in Wordnet, we looked for its definition inents we have conducted four sub-experiments
- - O - - - )

the urbandlctlonar)}. Urbandictionaryis a colla- 5ne each for 10 fold cross validation within the

two datasets and one each for cross testing with

» Dialogue Act: this feature was available an

5 Experimentsand Results

7 http://www.wjh.harvard.edu/~inquirer/ one dataset as the training set and the othereas th
8 http://wordnet.princeton.edu/
® http://wn-similarity.sourceforge.net/ 1 http://conceptnet.media.mit.edu/

10 http:/iwww.urbandictionary.com/ 12 http://nlp.fi.muni.cz/projekty/gensim/



test set. We have duplicated the experiments f6r2 Positive Emotion vs. Negative Emotion
the translated data sets. We have also done soRw this experiment we removed all sentences with
preliminary experiments on mitigation of the clastabelsNEU (neutral) and relabelddAP (happy) as
imbalance problem. POS (positive) We also removed all sentences
Although we used a set of classifiers for ouwith the labelSUR (surprise) as it can belong to
experiments from the weKa library including either of the target classes, rest of the claskes |
Naive Bayes, J48, Decision Tree, IBk and SVManger, sad, disgust etavere relabeled as NEG
similar to the observation in Holzman and Potter(negative). The resulting distribution of sentences
ger (2003), Instance Base classifier (or IBk) peilis shown in table 5. The accuracy figures appear in
forms at least as good as any other classifignen ttable 6.
set. The results, hence, have been reported only Clas: | 2 % Total
IBk. For all the experiments, we varied the pare
meterK (the number of nearest neighbors) for th - - =
- : NEG | 1119 |29.73
classifier over a range in steps of 5. In all cab®s  [qreTros 1oz 222 [ 130a
all the datasets, the range [1, 50] has turnedmut e o0 1
be enough to capture all variations.

NPS | POS | 2644 | 70.26 | 3763

Table 5: Distribution of sentences between the

5.1 Neutral vs. Emotional classes (positive emotion vs. negative emotion)
To assess the ability of our system to differeatiai e lP 3 T K
between neutral and emotional sentences we re |[Nps | NEG | 0.6952 | 0.7033 | 0.6005 | 16
beled the sentences with a label other &b, as {ev) I'POS |0873 | 02602 [0.8718 ] 16
EMO. The resulting distribution is shown in Table [TRCIVEG [0 526107333 [0.7428 | 11
3. (ev) I'Pos [0.8984 [0.9072 [ 0.9028 | 11
Class | # % | Total NPS | WEG | 02912 | 0.7179 [ 0.5833 | 11
(ct) |POS [0.8627 [0.7140 | 0.7835 | 11
NPS | EMO | 4140 | 32.18 | 7933 IRC | VEG |0.5772 | 0.5042 | 0.5856 | 6
NEU | 3793 | 4781 (ct) [FOS [0.8184 | 08436 | 0.8318 | 11
IRC | EMO | 1536 | 31.34 | 2080
NEU | 1444 [48.45 Table 6: Accuracy of positive vs. negative emotions

classification with 1Bk
Table 3: Distribution of sentences between the o )
classes (emotional vs. neutral) 53  Within Emotions '

To study our system’s ability to tell one emotion
The results for classification using IBk in ternfs ofrom the other in absence of noise in the form of
Precision, Recall and F-1 measures are shown figutral data, we tested with all sentences marked
Tables 4 ¢v meanscross validationand ct means With the labelNEU removed.

cross testing Class | & % Total
Class | P E F K H:'-;} EEI ﬁ;g
NPS | EMO | 0817 | 0.7181 | 0.7646 | 11 = 12 202
ki NPS - T | 4140
(cv) [NEU | 07271 |0.8257 | 07737 | 11 g‘fﬂ 4" gft ’
!ng 00 | 0858 | 0.7236 | 0.7021 | 16 Tir e T 0
WVl | WETT | 0752 | 08774 | 0.8103 | 26 oIS 174 B 61
NPS | EMO | 07050 | 05182 | 0.5973 | 1
(ct) [WEU [0.5921 | 0.8677 | 0.7039 | 16 ANG | 109 7.09
IRC | EMO | 0.6732 | 0.6705 | 0.6708 | 16 RC L4 |51 332 1536
(ct) [WEU | 06413 | 06580 | 0.6495 | 71 T

AP | 1014 | 66.01

il

DIS [

Table 7: Distribution of sentences amongst various
emotions

Table 4: Accuracy of emotional vs. neutral classifica-
tion with 1Bk

13 hitp:/ivww.cs.waikato.ac.nz/ml/weka/



The resulting class distribution and results areffective in mitigating the adverse effect of class
shown in Tables 7 and 8, respectively. For brevitynbalance.

only the best results are shown (IRC, 10 fold cros [gggon [ Full NPS | UnderSampled
validation and cross testing with NPS set as trai Set NPS Set
ing data and IRC set as testing data). ANG 0.2112 0.3544
FEA 0.0992 0.1732
- 54D 0.2469 0.3130
Class | P R F E SUR 0.3166 | 0.5380
ANG [ 04315 | 04036 | 04170 |1 HAF 0.7703 D.6133%
| FE4 [07222 02549 [ 03768 |16 NEU 0.7765 0.5958
ﬁf SAD 05324 |0.3435 [0.4183 [16 DIS 0.I113 ] 0.4024
v
SUR | 0.6334 [ 05075 | 0.5851 |21 Table 10: Accuracy improvement with undersam-
HAP | 08124 |00280 [0.8758 |6 pling

I ) ATEY | 02072 \ 7
| 047 0.2 0.3667 |16 Table 10 compares the F-1 scores for all clasges fo

10 fold cross validation on the NPS set (with a

ANG [ 0.1829 [0.2018 J0.1973 |6 spread of 1.0, i.e. equal numbers from all classes)
NPS FE4 [0.0406 |0.0980 | 0.0574 |1 with and without applying undersampling.
‘o [0 [03061 0394 [z70s |21
" [SOR [00122 [02272 | 0348 |11 6 Comparison with existing work

HAP | 07566 | 0.8984 | 0.8214 |21
IS | 0.0977 [ 01171 | 01065 |1

We have chosen Holzman and Pottenger (2003;
call it HPO3) and Danisman and Alpkocak (2008;

Table 8: Accuracy of classification of various emo- ~ Call it DAO8) for comparing the performance of our

tionswith 1Bk system.
' While DAO8 reports the performance of vector
5.4  Effect of Trandation space models and a few other common classifiers

Contrary to our expectations, the results for trangn formal text, HP03- closer to our work- reports
lated data sets have been at best as good as thas€ormance of IBk classifier on internet chat data

for the raw datasets. As an example, the effect of Comparison of relevant results for the three
translation on performance in terms of F-1 scorgystems is done experiment wise in the following
for 10 fold cross validation on the IRC set for alkections. Table 11 shows the distribution among

classes has been shown in Table 9. classes for the data in HP03 and DAOS.
Emotion Raw F1 Translated F1 HPO3 DADE
ANG 0.34681 0.3240 Emotion # % # %
FEA 04117 02016 Angry 55 5.0 1072 | 16.7
54D 04268 03176 Disgust 11 0.5 1066 | 16.6
SUR 0.4300 (.407% Fear [} 0.0 1080 | 16.8
H4P 0.8039 0.7834 Happiness | 124 105 | 1077 | 16.8
NEU 0.8183 0.7967 Sadness 14 1.2 1067 | 16.6
DIs 0.4662 03896 Surprise 28 2.4 1052 | 16.4
Table 9: Accuracy with and without trandation, i.e., Neutral M2 |79 |0 0.0

data normalization Table 11: Distribution of sentences amongst various
o emotionsin HPO3 and DA08
5,5 Mitigating Class Imbalance

Highly skewed distribution of sample data amon@.1  Neutral vs. Emotional

target classes has been known to cause degradatooomparison of results for this classification re-
in performance for many widely used classifierported by HP03 and our system is shown in Table
(Japkowicz and Stephen, 2002; Gatcal, 2008 ). 12 and Table 13 (best results for 10 fold CV and
Three broad approaches to solving this probleraross testing respectively).
undersamplingoversamplingandcost based clas-

sification have been reported. We have conducted

experiments to show howndersamplingcan be



Table 12: Comparing our accuracy with other work

(cross validation)

Class Evaluation | HPO2 Our sys- Emotion | HPO3 | DADS g:iltlem gﬂ:_:l;em
critericn tem Lot o

V) | €T

Newnal | Precision | 0851|0752 — e

e Dismwst |- | 0098 [0.3667 (01513

- : A Fes - 377 [ 03768 [ 00432

Emotional | Precision | 0815 | 0.838 R e ma e
Recall 0375 |0.7336 N LL AR I

333 0332 | 0750

= DK Ea T Sad 0333 04183 | 0250

Table 15: Comparing our accuracy with other work

(all and only emations)

6.4 All Classes

Class E‘-'ﬂl‘lﬁjﬂﬂ HPO3 | Our Sys- Comparable results for this experiment were avklab
fuenon _ il only for HP03. Table 16 shows the results for oys-s
Neutral | Precision | 0.834 | 0.3921 tem compared against those reported in HPO3.
Fecall 0.603 08677 . - _ .
F-1 00183 0.7030 Emotion | HPO3 HP':'.. ﬂ'l-.'l.l G'lll
Emononal | Precision | 0.730 | 0.7050 (cv) | (CT) | System | System
= 5 (V) | CT)
Recall 0.474 05182 - —
F_l I}.SE-I}Q I:I.Sg?j' Aﬂge: - - Dls-lél '-'.'-'g_'s
Disgust | - - 04662 | 0.0742
Table 13: Comparing our accuracy with other work Fear _ _ 04117 [ 0.0240
(crosstesting) Toy 0581 | 0496 |0.8039 | 06133
Sad 0333 | 0322 | 04265 | 0.1311
As is evident from the tables above, our results a | surprise 0.4300 |0.2182
comparable to those reported in HP03. Our resuli | Neutral | 0.9101 | 0.9218 | 0.8183 ] 0.6658

however, are more balanced between classes thafble 16: Comparing our accuracy with other work
those reported in HPO3. (all emotions and neutral)

6.2 Postivevs. Negative Again, we outperform HPO3 in six out of seven
Table 14 compares the performance (in terms of Erzsses by significant margins. The only class
1 scores) of our system with the results reportgghere we perform poorliNEU, which as seen in
for formal text in DAO8.Here again, the results areprevious section can be attributed to a large éxten
more balanced for us and as seen in the previ@ti®se 4 the skew in distribution in the data set in ktu
has class imbalance as an important factor (2.83i1g0 al. (2003) which causes it to show very high result
vs. 4.0 for DAOB). for the most frequent clasSEU) in contrast to our
more balanced performance.

Class Our system DADE
POS 0.7428 63.0 7 Conclusion and futurework
NEG 0.9028 53.8

In this paper we have shown how we can improve
the performance of emotion classification of in-

, stant messages using elaborate annotation and fea-
6.3  Only Emotions S ture engineering. We have also shown how the
We compare our results for classification into only.oplem of class imbalance in this domain can ad-
the emotion classes With sim?lar experi'ments in ersely affect performance and how measures like
and DA08. The comparison is shown in Taple 1 ndersampling can help. We have also made a pre-
Our system performs the best of the three in th”ﬁ?ninary study on the use of SMS translators for
out of 5 classes. For thBEA we are a close pormalization of instant message text and subse-
second. Although for the clagdNG we are far be- gyent classification of thiermal text thus obtained.

hind HPO3, we outperform DAO8 whlc_h worked on'  \we have been able to improve upon the cur-
formal text with a balanced dataset in four out gfently reported results both in terms of the baganc
five classes by margins as high as 37%. in class-wise performance as well as the absolute
performance for different emotion classes.

Table 14: Comparing our accuracy with other work
(positive and negative emotions)



Following are our future work. While we haveForsyth Eric N. and Martell Craig H. 2007. Lexical

started with the (rather intuitive) assumption that and Discourse Analysis of Online Chat Dialog,
internet chats should be more difficult to analyze Proceedings of the First IEEE International

than formal text, it remains to be shown that it in : -
deed is so. Although we have shown how under_(zlgg;(;rence on Semantic Computing (ICSC

sampling can help deal with class imbalance, there _ _
are more sophisticated approaches in this area tk&man, P. and Friesen, W. V. 1996. The repertoire
need to be tested and compared against. As menef nonverbal behavior: Categories, origins, usage
tioned earlier in view of the poor performance with and codingSemiotica

web based translators, we would also like to fest japkowicz N. and Stephen S. 2002. The class im-
better translators can better the classification pe p5ance problem: A systematic stutiytell. Da-
formance
ta Anal.6, 5.
Xinjian Guo, Yilong Yin Cailing Dong, Gongping
Yang, Guangtong Zhou. 2008. On the Class Im-
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