Improving Diversity and Reducing Redundancy in Paragraph Captions
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Abstract—The purpose of an image paragraph captioning model is to produce detailed descriptions of the source images. Generally, paragraph captioning models use encoder-decoder based architectures similar to the standard image captioning models. The encoder is a CNN-based model, and the decoder is an LSTM or GRU. The standard image captioning models produce unsatisfactory results for the paragraph captioning task due to the lack of diversity in the generated outputs [9]. The paragraphs generated from standard image captioning models lack in language diversity and contain redundant information. In this work, we have proposed an approach with a language discriminator for increasing the diversity in language, and dissimilarity score using word mover’s distance [4] for reducing redundant information. Using this approach with a state-of-the-art model at testing time, we have improved the METEOR score from 13.63 to 19.01 for the Visual Genome dataset.

Index Terms—paragraph captions, diversity, redundancy, METEOR score

I. INTRODUCTION

The image captioning models aim to describe objects and their relationships from a given image. Majority of earlier works have focused on generating single sentence descriptions. Single sentence descriptions are small and do not capture all the details of an image. Some of the recent works generate paragraph captions instead of single sentence captions; a paragraph caption generally contains a 5-8 sentence description of an image [9].

In comparison to single sentence captioning, paragraph captioning is relatively new. Krause et al. [3] introduced the first significant image paragraph captioning dataset, a subset of the Visual Genome dataset. The models for single sentence captioning generate repetitive and monotonous captions when trained for paragraph captioning. Some of the prior works have tried to tackle this challenge by architectural changes, such as hierarchical LSTM for generating sentences and words separately [3].

In this work, our main objective is to increase language diversity and reduce redundancy in generated paragraph captions. This work is based on the self-critical sequence training (SCST) [12], [13], a technique using policy gradients to optimize a target metric directly. SCST has been successfully applied to the single sentence captioning but not in paragraph captioning. When trained for paragraph captioning, SCST produces repetitive and monotonous captions. We have addressed these issues by using language discriminator and dissimilarity score.

Our experiments show that using language discriminator for selecting sentences for paragraph generation, and removing repetitive sentences using dissimilarity score, increases model performance on the METEOR score. This approach outperforms complex implementations with hierarchical LSTMs [3] and customized adversarial losses [5]. With the use of language discriminator and dissimilarity score, we have improved the METEOR score for the Visual Genome dataset from 13.63 (for up-down SCST model [1]) to 19.01 (with our approach).

II. BACKGROUND AND RELATED WORKS

All recent works on image captioning are based on encoder-decoder architecture, introduced by Vinyals et al. [16]. In such models, the encoder is generally a CNN trained for classification, and decoder is a LSTM or GRU. Anderson et al. [1] improved single sentence captions by using object detection on the encoder side.

Krause et al. [3] introduced the first paragraph captioning dataset containing 19,561 images, Table I shows the number of images in train, test and validation sets. They also showed that paragraph captions are more diverse and contain more pronouns, verbs and co-references. Krause et al. [3] also discussed that paragraph captions contain more information and describe more objects in comparison to the single sentence captions of MSCOCO [7].

<table>
<thead>
<tr>
<th>Data</th>
<th>Number of Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>14,574</td>
</tr>
<tr>
<td>Validation</td>
<td>2,486</td>
</tr>
<tr>
<td>Test</td>
<td>2,489</td>
</tr>
</tbody>
</table>

Krause et al. [3] also proposed models for paragraph captioning: one template-based model and two encoder-decoder based models. In both encoder-decoder models, the encoder is an object detection model pre-trained for dense captioning. The first model, called the flat model, treats a paragraph as a single sequence and generates whole paragraph word by word.
On the other hand, the hierarchical model uses two LSTMs, one for sentence-level generation and one for word level.

Recently Melas-Kyriazi et al. [9] introduced a penalty score for tri-gram repetition while training. With this modification, they have achieved an improvement over SCST. To the best of our knowledge, their model achieved a METEOR score of 17.86 for the Visual Genome dataset.

For this work, we have used the up-down SCST model from Anderson et al. [1]. This model is similar to the flat model from Krause et al. [3], except Anderson et al. [1] has used attention with the top-down mechanism.

III. Approach

The major contributions of our proposed approach are the following:

- We have improved paragraph captions without any major architectural changes.
- Existing paragraph caption generation systems suffer from redundancy and lack in language diversity. In order to improve on these aspects, we have introduced language score and dissimilarity score. We have selected sentences based on the introduced scores and finally top-scoring sentences are selected for the generating the final output.
- The effect of language discriminator and dissimilarity score in improving paragraph captions is shown on a latest paragraph caption generation model, named up-down SCST model.
- To the best of our knowledge, SCST is the best technique in the field of paragraph captions. For that reason, this model is utilized for generating initial set of captions from the given image.

We have used up-down SCST model from Anderson et al. [1] as our base paragraph captioning model. No changes are incorporated in the SCST model architecture. The encoder in this model is trained for object detection and extracts between 10 to 100 objects per image. For each object, the encoder outputs a vector of dimension 2048 after spatial max-pooling. The decoder is a single layer LSTM with hidden dimension 512 and top-down attention.

The main idea behind this work is to generate diversified captions. Previous image captioning works generate captions by choosing the word with maximum probability at each step. Here for increasing the diversity, we sample words according to their probabilities. With this approach, a word which does not have maximum probability can also be selected for caption generation. This induces diversity in the generated captions. With this method, grammatically wrong sentences also get generated, to overcome this we have used language discriminator. Language discriminator provides a score in the range of 0-1; language score indicates language diversity and correctness of generated caption sentences.

We sample 10 captions for an input image. Then we have selected best sentences from the generated captions based on the language score and dissimilarity score.

### Table II

Scores provided by language discriminator to different sentences.

<table>
<thead>
<tr>
<th>Sentence</th>
<th>Language Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>There’s people walking on the platform</td>
<td>0.99978906</td>
</tr>
<tr>
<td>Four women are standing on a sidewalk</td>
<td>0.99978644</td>
</tr>
<tr>
<td>Six people are standing on a field</td>
<td>0.9997836</td>
</tr>
<tr>
<td>A cat is laying on the couch</td>
<td>0.9997826</td>
</tr>
<tr>
<td>There are decorative frosting on the cake</td>
<td>0.99959093</td>
</tr>
<tr>
<td>There are tall green trees on the ground</td>
<td>0.9995908</td>
</tr>
</tbody>
</table>

A. Language Discriminator

The language discriminator encodes each input sentence with a bidirectional LSTM having 512 hidden dimensions. The last layer of discriminator is fully-connected layer with one neuron and sigmoid activation function.

Let, $s$ be input sentence to the language discriminator. Then, $LS(s)$ is the output of language discriminator. $LS(s)$ is a score in the range of 0-1, 1 being grammatically most accurate and diverse sentence.

For training the discriminator, we have considered sentences of all the ground truth captions from train set as grammatically diverse and correct, and have assigned a score of 1 to them. For negative samples, we have modified the ground truth sentences by repeating or swapping randomly selected words, we have assigned a score of 0 to the negative samples.

The discriminator is trained with binary cross-entropy loss for 30 epochs. The discriminator achieves highest classification accuracy of 95.03% for validation set on epoch 23, after that accuracy becomes stable. We have achieved a classification accuracy of 96.11% on the test data. Fig. 1. shows the discriminator architecture and Fig. 2. shows performance of discriminator on validation data. Table II reports sentences and language scores provided by the discriminator.

B. Dissimilarity Score Calculation

Word Mover’s Distance (WMD) We have used word mover’s distance for calculating dissimilarity between generated sentences [4]. Word mover’s distance between two sentences, $S_1$ and $S_2$, represents minimum cumulative distance which words of $S_1$ needs to travel to reach to the words of $S_2$. Word mover’s distance uses pre-trained word embeddings for generating word clouds of sentences $S_1$ and $S_2$.

Each sentence is represented by the relative frequencies of words it contains, i.e., for the $i^{th}$ word type,

$$d_{S_1, i} = \frac{\text{count}(i)}{|S_1|}$$  \hspace{1cm} (1)
Fig. 1. An overview of language discriminator, the discriminator provides a score in the range of 0-1 for each input sentence.

\[ |S_1| \] is the total word count of sentence \( S_1 \), and \( d_{S_2,i} \) is defined similarly.

Now let the \( i \)th word be represented by \( W_i \in \mathbb{R}^m \), i.e., an \( m \)-length embedding, allowing us to define distances between the \( i \)th and \( j \)th words, denoted by \( \Delta(i,j) \). \( V \) is the vocabulary size. We have followed Kusner et al. [4] and used the Euclidean distance \( \Delta(i,j) = \|V_i - V_j\|_2 \).

The WMD between sentence, \( S_1 \) and sentence, \( S_2 \) is then the solution to the linear program:

\[
WMD(S_1, S_2) = \min_{T \geq 0} \sum_{i=1}^{V} \sum_{j=1}^{V} T_{i,j} \Delta(i,j)
\]

subject to:

\[
\forall i, \sum_{j=1}^{V} T_{i,j} = d_{S_1,i} \quad (3)
\]

\[
\forall j, \sum_{i=1}^{V} T_{i,j} = d_{S_2,j} \quad (4)
\]

\( T \in \mathbb{R}^{V \times V} \) is a non negative matrix. \( T_{i,j} \) denotes the number of \( i \)th words in \( S_1 \) which are associated with \( j \)th words in \( S_2 \). The constraints ensure that the flow of a given word cannot exceed its weight. Specifically, WMD ensures that the entire outgoing flow from word \( i \) equals \( d_{S_1,i} \), i.e., \( \sum_{j=1}^{V} T_{i,j} = d_{S_1,i} \). Additionally, the amount of incoming flow to word \( j \) must match \( \sum_{i=1}^{V} T_{i,j} = d_{S_2,j} \).

The above optimization problem is a special case of Earth Mover’s Distance (EMD) [14], specialized solvers are available to solve this problem [8], [11].

**Dissimilarity Score** Let \( FC_i \) be the \( i \)th sentence of final caption at time instance \( t \). Then, dissimilarity score of sentence \( s \) with respect to final caption \( FC \) is calculated as:

\[
DS(s, FC) = \frac{\sum_{t=1}^{t} WMD(s, FC_i)}{t}, \ t > 0
\]

**Length Penalty** We have also given a length penalty to the sentences with short length to prevent them from getting selected for the final caption. Let \( |s| \) be the length of a candidate sentence, \( s \). The median length of the candidate sentences \( CS \) is represented as \( ML(CS) \). \( MML \) denotes minimum median length (this is set to prevent short truncated sentences from getting selected). Then, the length penalty is calculated as:

\[
LP(s, CS) = \min \left( 1, \frac{|s|}{\max(MML, ML(CS))} \right)
\]

We have used minimum median length (MML) as 3 while calculating length penalty. This is done to prevent selection of sentences with less than 3 words when the median length of candidate sentences \( CS \) is smaller than 3.

The Fig. 3. shows length penalty corresponding to different median sentence lengths.

**C. Final Caption Generation**

The first sentence for the final caption is the sentence with maximum language score from the first sentences of the candidate paragraph captions. For subsequent sentences, similarity of candidate sentences with the final caption at that
instance of time is also considered, and based on that, best sentence is selected.

First sentence for the final caption is selected as:

\[ \text{Sent} = \arg \max_s L_S(s) \] (7)

Other sentences are selected as:

\[ \text{Sent} = \arg \max_s (L_S(s) + D_S(s, FC)) \cdot L_P(s, CS) \] (8)

In equations 7 and 8, \(s\) denotes a sentence, \(L_S(s)\) is language score for a sentence, \(D_S(s, FC)\) is dissimilarity score between sentence \(s\) and final caption \(FC\) at that point of time. \(L_P(s, CS)\) is the length penalty calculated as discussed in previous section.

We have tried different values ranging from 0.5 to 4.0 (with an interval of 0.25) as minimum score which a candidate sentence must have for selection in final caption. The threshold of 2.25 for minimum score (candidate sentences with scores lower than this bound are not added to the final caption), for a sentence provides best results. Fig. 7. shows graph of METEOR score obtained for different minimum score thresholds.

Fig. 4. shows our approach to caption generation. Fig. 5. shows candidate captions and final generated caption after the application of the above approach.

IV. RESULTS

To get diverse candidate captions, we have generated captions by sampling words according to their probabilities; due to this, the final captions have semantically similar meanings with ground truth sentences but differ in wordings. So, to effectively measure the performance of this model, we have used the METEOR score. In contrast to other evaluation metrics, such as BLEU [10], CIDEr [15] and ROUGE [6], METEOR [2] performs stemming and synonymy matching. The use of probability based word sampling generates captions which describe the image information in different wordings, which cannot be evaluated by metrics without synonymy matching. Thus, we have used METEOR for the evaluation purpose of this work.

Table III shows a comparison of our model with some prior works; our model performs better than previous works. Fig. 6. shows a qualitative comparison of our model with the up-down SCST model from Anderson et al. [1]. It can be noted from the figure that with this approach we have removed the repetition. Also, the output of our model contains sentences with complex structures and uses more unique words.

We have also calculated the number of unique words used for generating the captions to compare the language diversity of the models. It can be seen from Table IV that captions generated using our approach utilize approximately four times more unique words in comparison to the up-down SCST model [1] with an increase of only 1/3 in caption length.

We have also shown that use of language score and dissimilarity score with length penalty provides better results compared to other combinations of selection parameters. Table V shows results obtained by using different sets of parameters for selection of sentences for final caption.

![Fig. 3. Graph showing length penalty given for different values of median sentence lengths.](image)

**TABLE V**

<table>
<thead>
<tr>
<th>Parameter Combination</th>
<th>METEOR Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language Score</td>
<td>14.65</td>
</tr>
<tr>
<td>Dissimilarity Score</td>
<td>14.51</td>
</tr>
<tr>
<td>Language Score &amp; Dissimilarity Score</td>
<td>17.81</td>
</tr>
<tr>
<td>Language Score, Dissimilarity Score &amp; Length Penalty</td>
<td>19.01</td>
</tr>
</tbody>
</table>

Fig. 7. shows graph of results obtained for different minimum score threshold.

A. Statistical Significance Test

We have also conducted statistical t-test [17] by obtaining METEOR scores for 5 different runs. METEOR scores obtained by up-down SCST and our approach are shown in Table VI.

A p-value [17] smaller than 0.05 shows that results are statistically significant. We have obtained a p-value of 1.5531633797359418e − 15 for t-test showing that improvements obtained by our proposed approach are statistically significant.
Fig. 4. Figure shows our approach of generating paragraph captions. Sentence X.Y symbolizes Yth sentence of Xth paragraph. The final captioning box shows final caption at an instance of time. \( LS(s) \) is language score for sentence \( s \), \( DS(s, FC) \) is dissimilarity score of sentence \( s \) with respect to final caption \( FC \) and \( LP(s, CS) \) is length penalty for sentence \( s \) with respect to candidate sentences \( CS \).

### TABLE III
A COMPARISON OF RESULTS OF OUR PROPOSED APPROACH WITH THE RESULTS OF PREVIOUSLY PUBLISHED WORKS.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>METEOR Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Krause et al. [3] (Template)</td>
<td>14.31</td>
</tr>
<tr>
<td>Krause et al. [3] (Flat w/o object detector)</td>
<td>12.82</td>
</tr>
<tr>
<td>Krause et al. [3] (Flat)</td>
<td>13.54</td>
</tr>
<tr>
<td>Krause et al. [3] (Hierarchical)</td>
<td>15.95</td>
</tr>
<tr>
<td>Liang et al. [5] (w/o discriminator)</td>
<td>16.57</td>
</tr>
<tr>
<td>Liang et al. [5] (w/ discriminator)</td>
<td>17.12</td>
</tr>
<tr>
<td>Anderson et al. [1] (XE training, Up-Down)</td>
<td>13.66</td>
</tr>
<tr>
<td>Anderson et al. [1] (SCST, Up-Down)</td>
<td>13.63</td>
</tr>
<tr>
<td>Melas-Kyriazi et al. [9] (XE training, w/ rep. penalty)</td>
<td>15.17</td>
</tr>
<tr>
<td>Melas-Kyriazi et al. [9] (SCST, w/ rep. penalty)</td>
<td>17.86</td>
</tr>
<tr>
<td>Ours (w/ language score, dissimilarity score &amp; length penalty)</td>
<td><strong>19.01</strong></td>
</tr>
</tbody>
</table>

### TABLE IV
A COMPARISON OF UNIQUE WORDS USED FOR CAPTION GENERATION.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Words Per Para</th>
<th>Total Unique Words</th>
<th>Unique Words Per Para</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anderson et al. (SCST, Up-Down)</td>
<td>91.01</td>
<td>541</td>
<td>15.19</td>
</tr>
<tr>
<td>Ours (w/ language score, dissimilarity score &amp; length penalty)</td>
<td><strong>123.63</strong></td>
<td><strong>2478</strong></td>
<td><strong>57.51</strong></td>
</tr>
</tbody>
</table>
Candidate 1: A woman wearing the frisbee is running frisbee. The frisbee is green. The man is at the frisbee. The dog is standing on the grass. The small wearing a gray polo. The dog has long ears. The dog is looking in the side. The frisbee is blue. The dog is standing on a field. There are many tree on the left. There are several trees surrounding the field. There are a lot of trees in the background.

Candidate 2: Two people are playing frisbee in a field. The grass is in the air. The dog is brown. The woman is looking up. The girl is dog on the ground. The frisbee is white. The woman is wearing a green shirt. The man is wearing a blue collar. The woman is standing in the grass. The sky is gray and overcast. There are trees in the background. There is a building near the distance. The woman is holding a frisbee. There are signs behind the light.

Candidate 3: A woman is kneeling in a field. The smiling is yellow. The dog is frisbee. The woman is wearing a blue shirt. The woman is holding a frisbee. The boy is bare by the dog. The dog is skin. The frisbee is silver and blue. The woman is wearing a jacket. The woman is short and brown. The grass is green. The sky is bright with the clouds. The dog is long and white.

Candidate 4: A woman is running on a field. The woman is standing than the woman towards the frisbee. The dog is gray blue. The woman is wearing is white and blue color. The dog is small on the grass. The woman is standing in a grassy field. The field is surrounded by trees. The man is wearing a brown shirt. The water is made of stone. A short fence is standing near the dog.

Candidate 5: There is a woman and a girl in the grass. The person is brown, and. The frisbee is black in color. The woman is running on a field. The person is wearing green shirt. The woman is holding a red frisbee. The person is standing by the white and yellow one. The woman is running on a fence. The sky is blue.

Candidate 6: There are two women sitting on a field. The girl is bending a frisbee. There is a dog on the lake. The dog is brown. The woman is wearing a black. The woman is playing the many person. There is is in the field. The grass is green. There are trees beside the trees. The trees are yellow. There is a green tree near the field.

Candidate 7: The woman is standing on the yellow field. Trees dog is black on the Frisbee. The is a woman standing behind her dog. The lady is wearing a. The woman’s tail is resting on the dog. The dog is green. The trees are tall. Behind the mountain is a bright green.

Candidate 8: Two woman is standing on a grassy field. The woman is wearing a blue. The girl is wearing a green jacket. The woman is wearing a black shirt. The woman is standing on a grassy field. The woman is blue and black. Is a gray fence in the grass. There is a large group of trees and the woman. Green bushes are standing near the fence. There is a crowd by the trees. There is a fence on the court.

Candidate 9: The woman is running in the grass. The woman is looking up. A dog is running. The girl is wearing a blue scarf on. The woman is standing in a field. The dog is white in color. The girl is sitting in grass field. The field is green and green. There area is surrounded by trees. A tree is standing behind the woman. The sky is blue.

Candidate 10: A woman and a dog are standing outside on a grassy field. The her park is very small. The woman is wearing a blue shirt. The woman is white up are black. The woman is holding a frisbee. The field is short and green. The dog is looking to a building. The grass is green and green. There is a fence behind the woman. A green tree is on the side of the fence. A couple is standing on the second of the lake.

Final Caption: A woman and a dog are standing outside on a grassy field. The girl is bending a frisbee. The frisbee is black in color. The dog is standing on the grass. The person is wearing green shirt. The field is surrounded by trees. The woman is wearing a jacket. The woman is short and brown. There are many tree on the left. The sky is gray and overcast. There is a fence on the court. There is a building near the distance.

Ground Truth: A woman is throwing a frisbee in the air. The frisbee is round and green. It is flying in the air. The woman’s dog is on the grass jumping. The dog is large and brown. The woman is wearing blue jeans and a blue jacket. The sky is cloudy and gray. The woman and dog are on green grass. It is surrounded by a short white wall.

Fig. 5. 10 candidate captions generated using up-down SCST from Anderson et al. with probability based word sampling and final generated caption using our approach. Sentences in blue color are selected for final caption.
Fig. 6. Comparison of paragraph captions generated by proposed approach (Ours) with paragraph captions generated by the up-down SCST model from Anderson et al. [1]. The strike-through text shows repeated sentences in the caption. Sentences with complex structure and language diversity are shown with green font color. Underlined text shows semantically wrong information.

<table>
<thead>
<tr>
<th>Run</th>
<th>SCST METEOR</th>
<th>Ours METEOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13.74</td>
<td>19.01</td>
</tr>
<tr>
<td>2</td>
<td>13.69</td>
<td>18.96</td>
</tr>
<tr>
<td>3</td>
<td>13.76</td>
<td>18.86</td>
</tr>
<tr>
<td>4</td>
<td>13.78</td>
<td>18.97</td>
</tr>
<tr>
<td>5</td>
<td>13.78</td>
<td>18.92</td>
</tr>
</tbody>
</table>

V. Error Analysis

We have done a thorough error analysis on the outputs provided by the proposed approach. The observations are as follows:

To increase the diversity of generated captions, we have sampled words for candidate captions according to their probabilities. Due to this there are some sentences in the generated captions, which are grammatically correct but do not correctly capture features of objects in the input image (underlined text in Fig. 6.). This issue can be resolved by using a relatedness discriminator, for comparing relationships between images and sentence content.

VI. Conclusion

The current work aims to increase diversity and decrease redundancy in the paragraph generation task from an image. In this work, we have shown that paragraph captions can be made more diverse by using language discriminator and dissimilarity score. By using our proposed methods, we improved the
Fig. 7. METEOR score obtained for different values of minimum score threshold for 5 runs. Some plots are overridden as METEOR scores obtained for threshold value of 0.5 to 2.25 are same.

METEOR score of the state-of-the-art up-down SCST model [1] by 5.38 for the Visual Genome dataset. For increasing the diversity, we sample words with their corresponding probabilities, which make some sentences semantically incorrect. In the future, we will work on solving this challenge using relatedness discriminator, for comparing relationships between image and sentence content.
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