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A Deep Neural Network Framework for English Hindi
Question Answering

DEEPAK GUPTA, ASIF EKBAL, PUSHPAK BHATTACHARYYA,
Department of Computer Science and Engineering, Indian Institute of Technology Patna, India

In this paper, we propose a unified deep neural network framework for multilingual question answering (QA).
The proposed network deals with the multilingual questions and answers snippets. The input to the network is
a pair of factoid question and snippet in the multilingual environment (English and Hindi), and output is the
relevant answer from the snippet. We begin by generating the snippet using a graph-based language indepen-
dent algorithm, which exploits the lexico-semantic similarity between the sentences. The soft alignment of the
question words from the English and Hindi languages has been used to learn the shared representation of the
question. The learned shared representation of question and attention based snippet representation are passed
as an input to the answer extraction layer of the network, which extracts the answer span from the snippet. Eval-
uation on a standard multilingual QA dataset shows the state-of-the-art performance with 39.44 Exact Match
(EM) and 44.97 F1 values. Similarly, we achieve the performance of 50.11 Exact Match (EM) and 53.77 F1
values on Translated SQuAD dataset.

CCS Concepts: • Information systems→ Retrieval tasks and goals;

Additional Key Words and Phrases: Question Answering, Gated Recurrent Units, Neural Networks, Attention
Mechanism, low-resourced languages, Snippet Generation, Character Embedding
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1 INTRODUCTION
With the abundance of digital information on the web, the need for accessing the precise information
has increased tremendously during the past few years. However, it is to be mentioned that the in-
formation is not only limited to a particular language, the web is full of multilingual information. A
multilingual question answering (MQA) system can extract the precise answer(s) to a given question
from the various sources of information, regardless of the language of the question or the informa-
tion sources. Such a system facilitates the users to interact and receive the query-specific information
from various multilingual information sources, which may not be available in their native languages.
Let us consider the following example from Table 1:
Ques: Ѡशमला का ̯ेऽफल ўकतना ह?ै
(Trans: What is the area of Shimla?).
Even though the answer to this question is not available in Hindi (HI) information source, but it can
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be retrieved (25 sq km) from the English (EN) source. The linguistic diversities (e.g. morphologi-
cal, lexical, syntactical) across the languages of a question, document, and answer, further add the
challenge to an MQA system. An efficient MQA system provides the facility to retrieve the answers
across multilingual information sources.
Indian languages are not-so-fortunate in terms of resources, tools and their performance [AP et al.

2014]. Hence, in this work we propose and develop an MQA system that can leverage the benefit
of utilizing resources and tools available in the fortunate languages like English. Towards this, we

English Snippet (information): Shimla is the capital of Himachal Pradesh and was also the
summer capital in pre-independence India. Covering an area of 25 sq km at a height of 7,238 ft
Shimla is surrounded by pine, deodar and oak forests.
Hindi Snippet (information): Ѡशमला, एक ख़बूसरूत ўहल ःटेशन है जो ўहमाचल ूदेश कҴ राजधानी
ह।ै
Trans: Shimla is a beautiful hill station, which is the capital of Himachal Pradesh.
Ques(1): ўहमाचल ूदेश कҴ राजधानी Թा ह?ै
(Trans:What is the capital of Himachal Pradesh?)
Answer(s): [Shimla, Ѡशमला (Trans: Shimla)]
Ques(2):What is the capital of Himachal Pradesh?
Answer(s): [Shimla, Ѡशमला (Trans: Shimla)]
Ques(3): Ѡशमला का ̯ेऽफल ўकतना ह?ै
(Trans: How much area is covered by Shimla?)
Answer(s): [25 sq km]
Ques(4):What is the height of Shimla from sea level?
Answer(s): [7,238 ft]

Table 1. Sample multilingual questions, answers and snippet from documents on a given domain (tourism).

utilize the popular English QA dataset, SQuAD [Rajpurkar et al. 2016] to generate our synthetic
English-Hindi dataset. In the recent work on English/Hindi QA [Sahu et al. 2012; Sekine and Grish-
man 2003; Stalin et al. 2012], the focus is on passage extraction by considering only lexical similarity.
It does not take into account the semantic information to curate the probable sentences where the
answer could lie. This set of curated sentences is also known as a snippet. The snippets are automat-
ically anchored around the question terms. Firstly, we propose a snippet generation algorithm, the
inputs to the algorithm are question and a set of documents and output(s) is(are) the most probable
sentence(s) supporting the evidence containing the answer(s). The algorithm takes into account the
semantic information with lexical similarity to rank the probable sentences by considering its rele-
vance to the question. Along with this, we represent the sentences of documents as a graph, where
each pair of the sentences are linked based on their lexico-semantic similarity (obtained through
word embeddings) towards the question. Recently, Joty et al. [2017] proposed an adversarial net-
work to rank the community question under the cross-lingual setting. Gupta et al. [2018a] proposed
an approach (neural based) for question generation and question answering in English-Hindi code-
mixed scenario. However, the deep neural architecture has not yet been explored for the multilingual
QA, especially to extract/generate the answer.
We propose a unified deep neural network framework to retrieve the multilingual answer by ex-

ploring the attention-based recurrent neural network to generate the adequate representation of mul-
tilingual question and snippets. We utilize the soft-alignment of words from English and Hindi ques-
tion to generate a single shared representation of questions. The effectiveness of the proposed system

, Vol. 1, No. 1, Article . Publication date: October 2019.



99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147
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Fig. 1. Structure of the proposed unified deep neural network for MQA. The notations are the same as
described in Section 3.

is demonstrated to extract the answer of an English and/or Hindi question from English and/or Hindi
snippet. Our experiments on a recently released multi-lingual QA dataset show that our proposed
model achieve the state-of-the-art performance. For multi-lingual settings, our model has shown
significant performance improvement over the baselines.
The major contributions of this work are as follows: (i) we propose a unified end-to-end deep

neural network model for multilingual QA, where question and answer can be either in English or
Hindi or both; (ii) we introduce a language independent snippet generation algorithm by leveraging
the property of a word embedding; (iii) we introduce a technique to learn the shared representation
of question from different languages; and (iv) we build a model that achieves the state-of-the-art
performance for multilingual QA.

2 RELATEDWORK
In the work of Sorokin and Gurevych [2017], entity linking is performed prior to forming a SPARQL
query. A convolutional neural network is employed for this purpose. The recent trend is to use an
end-to-end machine learning approach, for simple questions dataset [Bordes et al. 2014]. This work
is further extended by He and Golub [2016] that makes use of specific characters instead of words as
input. Yin et al. [2016] use attentive convolutional networks, and Ture and Jojic [2017] used simple
recurrent networks for QA. In recent years, plenty ofmachine reading comprehension (MRC)models
have been developed.
A Bi-Directional Attention Flow in short BiDAF network for reading comprehension is proposed

in Seo et al. [2017]. BiDAF consists of a hierarchical architecture to encode the context representa-
tion at different levels of granularity. It encodes the words in question and context by three different
levels of embeddings: character, word, and contextual. The selling points of the architecture is the use
of bi-directional attention flow from a query (question) to paragraph and vice-versa, which provides
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complementary information to each other. With the help of bi-directional attention, they compute
the query-aware context (paragraph) representation. The attention operation is performed at each
time step and to obtain an attended vector. The obtained attended vector and representations from
the previous layers is passed to the next layer in the architecture.
A two-stage network for question answering is proposed by Tan et al. [2018]. The first stage

deals with the extraction of relevant span (evidence) to the question from the document. The second
stage of the network is responsible for synthesizing the answer form the extracted sentences. The
first stage of the network is a multi-task model focused on (1) evidence extraction and (2) passage
ranking. The authors choose a passage ranking task for better evidence prediction. The synthesized
model is a seq2seq learning framework [Sutskever et al. 2014] to generate the answer by using the
extracted evidence as an additional feature to the model.
Match-LSTM model [Wang and Jiang 2017] proposed a neural based solution for machine com-

prehension task. The proposed framework is based on the match-LSTM and Pointer Net Vinyals
et al. [2015] to point the answer in the given input context or passage. The model provides two
different ways to obtain the answer: sequence and boundary. In the sequence model, proposed ar-
chitecture predicts the sequence of answer tokens. In the boundary model, it only predicts the start
and end indices of the answer in the original passage. The words present between the start and end
indices are considered to be the answer sequence. The boundary model performs better compared
to the sequence model. Recently, Hu et al. [2018] introduced the reinforced mnemonic reader for
MRC tasks. The proposed model improves the attention mechanism by introducing a re-attention
mechanism to re-compute the current attentions. In addition tho this, the authors also introduced
the dynamic-critical reinforcement learning, which dynamically decides the reward need to be max-
imized.
The QANet model [Yu et al. 2018] is different from the other neural based approaches for reading

comprehension. The majority of the approaches exploit the RNNs (LSTM or GRU) and attention
mechanism. Unlike the other approaches, QANet focused on convolution and self-attention tech-
nique.
However, most of these existing studies are in resource-rich languages like English, which is

difficult to port into the other relatively low-resource language (Hindi). In the literature, we see very
few attempts to multilingual QA [Bowden et al. 2007; Forner et al. 2008; Giampiccolo et al. 2007;
Matteo et al. 2001; Olvera-Lobo andGutiérrez-Artacho 2011]. Themajority of these works made use
ofmachine translation, where question and/or documents in less-resourced languageswere translated
to the resource-rich language(s) like English. The motivation has been to utilise the resources and
tools available in resource-rich languages. García Santiago and Olvera-Lobo [2010] described the
main characteristics of multilingual QA systems. Further, they analyzed the quality of the output
produced by the machine translation systems (Google Translator1, Promt2 and Worldlingo3). The
obtained results show the potential in the context of multilingual question answering.
AP et al. [2014] proposed Correlational Neural Networks (CorrNet) to learn the shared represen-

tation for the two different aspects (view) of the data. CorrNet maximizes the correlation among
the different views of the data when they are projected in a common subspace. The proposed ap-
proach does not rely on word-level alignment to lean the bilingual representation. The proposed auto-
encoder based approach learn the representations of bag-of-words of aligned sentences, within and
between languages. This cross-language learning representation is useful for multilingual question
answering. Deep Canonical Correlation Analysis (DCCA) [Andrew et al. 2013] is another method

1https://translate.google.com/
2https://www.online-translator.com/
3http://www.worldlingo.com/microsoft/computer_translation.html
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to learn nonlinear transformations of two views of data. Similar to CorrNet DCCA also learns the
resulting representations are linearly correlated. The DCCA is the non-linear extension of the linear
method, canonical correlation analysis (CCA) [Hardoon et al. 2004]. On a different line of research,
Das et al. [2016] proposed an approach called SCQA design to find semantic similarity between the
two questions. The approach is based on the architecture of Siamese Convolutional Neural Network.
The proposed network consists of two convolutional neural networks with shared parameters and a
loss function (contrastive) joining them. The aim of the proposed model to project the semantically
similar questions close to each other and dissimilar questions far from each other in the semantic
space. There are some other existing works [Gupta et al. 2018b; Maitra et al. 2018] on semantic
question matching in line to Das et al. [2016].
In another work of community question answering the quality of the answer is predicted using the

technique proposed in [Suggu et al. 2016] by proposing “Deep Feature Fusion Network (DFFN)”
which take advantage of fusion of two features: the hand-crafted and neural network based fea-
tures. The DFNN architecture takes the question-answer pair and associated metadata as inputs and
provides the neural network based feature as the output. It also has the capability to generate the
hand-crafted features with the help of various external resources. These both features are fused by
the projecting the new features into a different vector space with the help of fully-connected network.
The network asses the quality of the answer given a question.
There have been a very few initiatives with a focus on Hindi QA [Kumar et al. 2005; Sahu et al.

2012; Stalin et al. 2012]. [Sekine and Grishman 2003] proposed an English-Hindi cross-lingual QA
system using a translation based approach. But none of these attempts is on English-Hindi multilin-
gual QA.
In our earlier attempt [Deepak Gupta and Bhattacharyya 2018], we have proposed a multi-lingual

QA setup involving English and Hindi. However, our current work significantly differs from this in
terms of the following points: (i) the current work leverages the rich English QA dataset, SQuAD
[Rajpurkar et al. 2016] to build an efficient and elegant deep learning model for English-Hindi QA,
while the earlier work [Deepak Gupta and Bhattacharyya 2018] deals with information retrieval (IR)
based solution for the English Hindi QA; (ii) in this work, we propose a snippet generation algorithm
for the passage retrieval, but our earlier work [Deepak Gupta and Bhattacharyya 2018] makes use of
a simple heuristic based scoring; (iii) instead of relying on English translation of Hindi question, as
we have done in [Deepak Gupta and Bhattacharyya 2018], we propose here a mechanism to encode
the multilingual question in single shared representation; and (iv) our current network is able to
handle the question and passage from both the languages without translating them into a single
language as in [Deepak Gupta and Bhattacharyya 2018].

3 PROPOSED MODEL FOR MULTILINGUAL QA
We propose a unified deep neural network based approach for multilingual QA. The proposed net-
work, while training, takes as an input the triplets of < question, snippet ,answer > for both English
and Hindi languages. The trained model can take the multilingual question and snippet4 as inputs
and able to provide the answer, irrespective of the language of the question or snippet.
We have conducted experiments with two datasets, (1) Translated SQuAD and, (2) Multilingual

QA. The multilingual QA dataset consists of the documents containing the passages against each
question. We generate the snippet from the whole document in a question-focused summarization
fashion. In the case of Translated SQuAD dataset, the paragraph (snippet) containing the answer is
available for each question. The proposed algorithm for snippet generation is described as follows:

4In this work, we use the term snippet to represent the paragraph containing the answer.
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3.1 Snippet Generation
In snippet generation module, we attempt to extract the sentence(s) which contain the possible an-
swer(s). It is a preliminary step in question answering (QA) system, which reduces the search space
of answer from a document containing multiple paragraphs/sentences to a few sentences answer. In
the literature, snippet generation is closely related to the task of retrieving candidate answer passage
or sentences. Towards this Tymoshenko and Moschitti [2015] exploit the syntactic parsers (shallow
and deep) to obtain the syntactic and semantic structure for the task of candidate answer passage
re-ranking. Yang et al. [2016b] proposed a learning to rank approach for answer sentence retrieval.
They use the combination of different features such as semantic, context and text matching features
to learn using the models MART [Friedman 2001], LambdaMART [Wu et al. 2010] and Coordinate
Ascent (CA) [Metzler and Bruce Croft 2007]. Recently, Yang et al. [2016a] built a neural matching
model based on attention mechanism to rank the short answer sentences. A ranking answers model
proposed by Yang et al. [2016a] achieved the satisfactory performance without any hand-crafted fea-
tures. These approaches deal with mono-lingual question/passages, and achieve good performance
for ranking the candidate sentences containing the answer.
However, in our work, we have question and document in multilingual forms. The existing deep

learning based approaches [Tymoshenko and Moschitti 2015; Yang et al. 2016a,b] may not be fea-
sible in our work because of the following reasons: (a) requires sufficient amount of labelled data
to train the model, and (b) the model should have the capability to process the multilingual inputs.
Therefore, in this work, we propose an unsupervised approach with the flexibility to deal with the
language independent question/passage.
Our snippet generation algorithm is motivated from the passage retrieval task [Otterbacher et al.

2009], where graph based query-focused summarization technique is used to retrieve the relevant
passage. For a given question q and a set of sentences S = {s1, s2, . . . , sn}, the proposed algorithm
calculates the relevance score to each sentence s ∈ S with respect to the question, as shown below:

p(s |q) = d
rel(s,q)∑

p∈C rel(p,q)
+ (1 − d)

∑
v ∈C

rel(s,v)∑
z∈v rel(z,v)

p(v |q) (1)

where d is termed as ‘question bias’ factor and C = S − {s}.
The first component of E.q. 1 determines the relevance of sentence s to the question q and the

second component finds out its relevance to the other sentence. The term d is a trade-off between
the two components in the equation and is determined empirically5. We force the system to give
more importance to the relevance of the question by providing a higher value of d in the 1. The E.q.
1 is computed with the help of power method as discussed in [Otterbacher et al. 2009]. The term
rel(X ,Y ) is the standard relevance score, which can be computed as follows:

VX (Y ) =
∑

w ∈X (Y )

loд(1 + t fw,X (Y )) ∗ id fw ∗Maw

rel(X ,Y ) = cosine(VX ,VY )

(2)

Here, t fw,X (Y ) is the frequency of wordw in X (Y ), id fw is the inverse document frequency of word
w .M ∈ Rd×|V | is the d dimensional word embedding matrix of vocabularyV wordw represented by
their one hot vector representation aw . The terms,VX andVY are the lexico-semantic representation
of the entities X and Y , respectively. The vector VX (Y ) is normalized to avoid the biasness towards
long sentence. The sentences are ranked based on their relevance to the user’s question. The top-
most ranked three sentences are considered as the candidate to belong to a snippet in our proposed
multilingual network. Whenever the system encounters the question in Hindi and documents are in
5The value of d is set to 0.8 in our experiment.
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English or vice-versa, it translates the Hindi text into English using the Google translator6. We use
the English-Hindi multilingual embedding trained via the technique discussed in [Smith et al. 2017],
which helps the snippet generation technique to consider the multilingual words.
In this work, we attempt to solve the multilingual question answering problem, especially in

English-Hindi languages. Our proposedmethod employs a unified deep neural network basedmodel,
with the capability of processing the English and Hindi question/document/snippet and providing
the answer. The proposed model consists of multiple layers and is trained with English and Hindi
question and documents simultaneously. We train question and snippet for both the languages simul-
taneously as we want to adopt the cross-lingual and multilingual settings in a unified model.
In an ideal unified multilingual QA model, the model should have the capability of processing

multilingual inputs (question, snippet) and providing the answer, irrespective of the language of
question or snippet. To build a multilingual QA model, which is close the ideal multilingual QA
model, we propose the QA model. The model is having the capability of processing the multilingual
inputs via the Multilingual Sentence Encoding layer. We introduce the Shared Question Encoding
layer, which generates the shared representation of multilingual question. We achieve the capability
of processing the multilingual question via this layer. We introduce an attention based Snippet En-
coding layer, which is necessary to encode the question-aware snippet representation. Since we deal
with the two languages, English and Hindi, therefore the desired answer can be from any of the two
languages. To provide this support in our model, we utilize two pointer networks- one will point and
index the answer from English snippet and the other from the Hindi snippet.
Ourmodel consists ofmultiple layers and is trainedwith English andHindi question and document

simultaneously. The reason to train question and snippet from both the languages simultaneously is
to adopt cross-lingual and multilingual settings in a unified model. The first Multilingual Sentence
Encoding layer encodes the question and snippet, which are in English and/or Hindi. This layer ex-
ploits the multilingual embedding to represent the multilingual words from question and snippet.
The word representation is used by Bi-GRU to generate the representation of question and snippet.
Our model consists of the Shared Question Encoding layer, which takes the English and Hindi ques-
tion representation and generates the shared representation of the question. We generate the shared
representation of question because the English and Hindi questions are the same asked in different
languages. The shared representation is generated by the soft-alignment of words between English
and Hindi questions. The Snippet Encoding Layer is a self-matching layer that provides the flexi-
bility to dynamically collect information for each word by exploiting the information of the whole
snippet. Finally, we have Answer Extraction Layer that is based on the pointer network, which points
the start and end answer indices from the snippet. We now describe the individual components of
the proposed neural network model as follows:

3.2 Multilingual Sentence Encoding Layer
This layer is responsible to encode the multilingual question and snippet. Given an English question
Qe = {wQe

1 , . . . ,w
Qe
me }, English snippet Se = {wSe

1 , . . . ,w
Se
ne }, Hindi questionQh = {wQh

1 , . . . ,w
Qh
mh }

and English snippet Sh = {wSh
1 , . . . ,w

Sh
nh }, word-level embeddings {x

Qe
t }me

t=1, {x
Se
t }net=1, {x

Qh
t }mh

t=1

and {xSht }nht=1 are generated from pre-trained multilingual word embedding table. To tackle the out-
of-vocabulary (OOV) words, we employ character-level embedding {cQe

t }me
t=1, {c

Se
t }net=1, {c

Qh
t }mh

t=1

and {cSht }nht=1. The character-level embeddings are generated by taking the final hidden states of a
bi-directional gated recurrent units (Bi-GRU) [Chung et al. 2014] applied to embeddings of charac-
ters in the token. The final representation of each word uQe

t (uQh
t ) of English (Hindi) question and

6https://translate.google.com/

, Vol. 1, No. 1, Article . Publication date: October 2019.



344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

365

366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

384

385

386

387

388

389

390

391

392

:8 Deepak Gupta, Asif Ekbal, Pushpak Bhattacharyya

snippet uSet (uSht ) are obtained as follows:

u
Qk
t = Bi-GRU(uQk

t−1, [x
Qk
t ⊕ c

Qk
t ])

uSkt = Bi-GRU(uSkt−1, [x
Sk
t ⊕ cSkt ])

(3)

where k ∈ {e,h} denotes the English(e) and Hindi(h) languages, ⊕ is the concatenation operator.

3.3 SharedQuestion Encoding Layer

In this layer, we obtain a shared representation of the encoded English {uQe
t }me

t=1 and Hindi question
{uQh

t }mh
t=1. Basically, we obtain the shared representation via soft-alignment of words [Rocktäschel

et al. 2016] between English and Hindi questions. Since both the questions are same irrespective of
their languages, therefore it contains the same information across the languages. With the help of
soft-alignment of words between the questions of both languages, we obtain a better representation
of a given question (in a language), which considers the same information in other languages. Given
English and Hindi question representation {uQe

t }me
t=1 and {uQh

t }mh
t=1, at first we obtain the English

question-aware Hindi question representation:

v
Qh
t = Bi-GRU(vQh

t−1,p
Q
t ) (4)

where pQt is an attention based pooling vector. It is calculated as follows:

ktj = VT tanh
( [
W

Qe
u W

Qh
u W

Qh
v

] [
u
Qe
j u

Qh
t v

Qh
t−1

]T )
p
Q
t =

me∑
i=1

(
exp(kti )/

me∑
j=1

exp(ktj )
)
u
Qe
i

(5)

where VT is a weight vector,W Qe
u ,W Qh

u andW Qh
v are the weight matrices.

To compute the representation (vQh
t ) at time t of Hindi question (equation 4) using Bi-GRU, we

concatenate the pooling vector pQt with the representation (vQh
t−1) at time (t − 1). The pooling vector

is computed by weighted representation of Hindi question representation u
Qe
t at time t in Eq. 5.

The Hindi question representation is computed by considering the English question representation
therefore, we called it English question-awareHindi question representation. Similarly, we compute
the Hindi question-aware English question representation vQe

t . The shared question representation
is obtained by concatenating both the language aware question representations. The final question
representation will be {vQt }

(me+mh)
t=1 = {vQe

t }me
t=1 ⊕ {vQh

t }mh
t=1.

3.4 Snippet Encoding Layer
The snippet encoding generated from the sentence encoding layer (c.f. Section 3.2) does not account
question information. In order to incorporate the question information into the snippet representation,
we follow the attention based recurrent neural network (RNN). We generate the snippet representa-
tion of both English and Hindi by taking the shared question information into account. The English
snippet representation can be calculated by:

vSet = Bi-GRU(vSet−1, c
Se
t ) (6)
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where cSet is an attention based pooling vector, which can be derived via the following equations:

ktj = VT tanh
( [
W

Q
v W Se

u W Se
v

] [
v
Q
j u

Se
t vSet−1

]T )
cSet =

me+mh∑
i=1

(
exp(kti )/

me+mh∑
j=1

exp(ktj )
)
v
Q
i

(7)

where,W Q
v ,W Se

u andW Se
v are the learnable weight matrices. The snippet representationvSet dynami-

cally incorporates aggregated matching information from the whole question. Similarly, we compute
the Hindi snippet representation vSht . In order to capture the context information while generating
the snippet representation, we introduce an additional layer similar to [Wang et al. 2017]. The con-
text plays an important role to discover the answer from a snippet. This additional layer matches the
obtained snippet representation from the snippet encoding layer against itself. This layer provides
the facility to dynamically collect evidence from the whole snippet for the words in a snippet. It en-
codes the evidence relevant to the current snippet word and its matching question information into
the snippet representation. The final snippet representation for the English snippet can be computed
as follows:

pSet = Bi-GRU(pSet−1, [v
Se
t , c

Se
t ]) (8)

where cSet is an attention based pooling vector for the entire English snippet, it is computed in the
following manner:

ktj = VT tanh
( [
W Se

p′ W
Se
p′′

] [
vSej vSet

]T )
cSet =

ne∑
i=1

(
exp(kti )/

ne∑
j=1

exp(ktj )
)
vSei

(9)

where,W Se
p′ andW Se

p′′ are the learnable weightmatrices.We compute the snippet representation for the
Hindi snippet following the same way. The final snippet representations that we obtain are {pSet }net=1

and {pSht }nht=1 for English and Hindi, respectively.

3.5 Answer Extraction Layer
We utilize the pointer network proposed by [Vinyals et al. 2015] to extract the answer from the
snippet.We use two pointer networks, one to select start (astar te ) and end (aende ) index of answer from
the English snippet and another from the Hindi snippet. Given the English snippet representation
{pSet }net=1, with the help of attention mechanism, networks select the start and end indices of the
answer. The hidden state of pointer network is calculated by haet = Bi-GRU(haet−1, c

Se
t ), where cSet

is the attention pooling vector. It can be computed as follows:

ktj = VT tanh(
[
W Se

p W ae
h

] [
pSej haet−1

]T
)

ati = exp(kti )/
ne∑
j=1

exp(ktj )

cSet =
ne∑
i=1

atip
Se
i

ate = arдmax(at1, ..,a
t
ne )

(10)
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At first step (t = 1) network will predict astar te and the next step it will predict aende . In a similar
way, we compute aende . Following E.q. 10 the answer index astar th and aendh from the Hindi snippet
are extracted. The structure of the model is depicted in Figure 3.

4 EXPERIMENTS
4.1 Experimental Setup
We perform experiments in six different multilingual settings.

(1) QE − SE+H: The question is in English and the answer exists in both English and Hindi snip-
pets. The model has to retrieve the answer from both the snippets. This setting is equivalent
to cross-lingual and multilingual evaluation setup of QA.

(2) QH − SE+H: The question is inHindi and the answer exists in both English andHindi snippets.
The model has to retrieve the answer from both the snippets. This setting is equivalent to cross-
lingual and multi-lingual evaluation setup of QA.

(3) QE − SE: Both question and answer are in English. The model has to retrieve the answer from
the English snippet. This setting is equivalent to the monolingual evaluation setup of QA.

(4) QH − SH: Both question and answer are in Hindi. The model has to retrieve the answer from
the Hindi snippet. This setting is equivalent to the monolingual evaluation setup of QA.

(5) QE − SH: The question is in English and the answer exist in Hindi snippet. The model has to
retrieve the answer from Hindi snippet. This setting is equivalent to cross-lingual evaluation
setup of QA.

(6) QH − SE: The question is in Hindi and the answer exist in English snippet. The model has to
retrieve the answer from the English snippet. This setting is also equivalent to cross-lingual
evaluation setup of QA.

It is to be noted that we train our model with the bi-triplet < questione , snippete ,answere > and
< questionh , snippeth ,answerh > input from the English and Hindi languages, respectively. Both
the triplets have the same information in two different languages. The proposed network is trained
to minimize the sum of the negative log probability of the ground truth start and end indices of the
answers in both the languages by the predicted probability distributions of the model. By training
the network with the bi-triplet of both the languages, the network learns to handle the different
settings of multilingual question and snippet. At the time of evaluation, when the network receives
question or snippet from one language, we replicate the same for the other language to keep the
inputs compatible with the model.
For experiments, we use the publicly available fastText [Bojanowski et al. 2017] pre-trained Eng-

lish and Hindi word embeddings of dimension 300. For multilingual word embedding, we align
monolingual vectors of English and Hindi in a unified vector space using a learned linear transfor-
mationmatrix [Smith et al. 2017].We use the Stanford CoreNLP [Manning et al. 2014] to pre-process
all the English sentences. The model with character-level embeddings of dimension 45 shows the
highest performance on the validation set. The optimal dimension of hidden units for all the layers
is set to 45 in the experiment. We exploit two layers of Bi-GRU to compute character embedding
and three layers to obtain the question and snippet representation, respectively. Mini-batch gradient
decent (batch size of 50) with the AdaDelta optimizer [Zeiler 2012] is used to train the network with
a learning rate of 1. The network is trained for 70 epochs. The hyper-parameters are tuned using a
validation dataset.
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4.2 Datasets
We use two different multilingual question answering datasets in our experiment to evaluate the
performance of the proposed model. Both the datasets are available here 7.

4.2.1 Translated SQuAD dataset. We translate 18, 454 random English <question, passage, an-
swer> triplet from Squad dataset [Rajpurkar et al. 2016] into Hindi. These translated triplets ensure
that the answer is a substring of passage. We divide this dataset into train, validation and test sets.
We use a set of 10, 454 QA pairs in English and Hindi for training the network. Another set of 2000
QA pairs are used to validate the system performance over every epoch. We use a set of 6, 000 QA
pairs for evaluating the system performance.

4.2.2 Multilingual QA dataset. We use the MQA dataset released by Deepak Gupta and Bhat-
tacharyya [2018] to evaluate the model. The detailed statistics of the this dataset are given in Table
2. This dataset also provides us with the source documents where the answer exists for the questions.
In the practical scenario, we only have a question and need to retrieve its answer from the different
documents, not necessarily in the same language as that of the question. With this fact in mind, we
perform the experiments by different multilingual settings (c.f. Section 4.1). For each question, we
generate the snippet following the approach discussed in Section 3.1. This dataset is only used for
evaluating the model performance. To compare the performance between the different multilingual
settings, we could only use the data samples listed in the category of QE − SE+H and QH − SE+H .

Domains QE − SE QH − SH QE − SH QH − SE QE − SE+H QH − SE+H Overall
Tourism 456 403 456 403 422 422 1,703
History 110 126 110 126 1,118 1,118 2,472
Diseases 81 33 81 33 48 48 210
Geography 55 29 55 29 174 174 432
Economics 25 14 25 14 682 682 1,403
Environment 9 2 9 2 226 226 463
Overall 736 607 736 607 2,670 2,670 6,683

Table 2. Statistics of the multilingual QA dataset.

4.3 Evaluation Scheme
We evaluate the system performance using Exact Match (EM) and F1 metrics following Rajpurkar
et al. [2016]. For multilingual setting QE − SE+H and QH − SE+H , we count the correct prediction
only when the model produces the correct answer from both the snippets. For the rest of the exper-
imental settings, we count the correct prediction when the model produces the correct answer from
the particular snippet.

4.4 Baselines
4.4.1 IR based QA model: We develop a translation based baseline model for the comparison.

This baseline is adopted from the state-of-the-art models in English-Hindi QA as proposed byDeepakGupta
and Bhattacharyya [2018]. This baseline is related to the translation based IR approaches [Forner
et al. 2008; Giampiccolo et al. 2007; Matteo et al. 2001] developed for multilingual QA focused on
European languages. We also translate Hindi question and articles into English. The details of the
component used in this baseline are as follows:

7https://bit.ly/2MEkrTQ
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• Document Processing: This step is dealing with the processing of the paragraphs (articles).
Firstly, we translate Hindi questions and Hindi articles into English by using the Google Trans-
lator8. Thereafter, we use the snippet generation algorithm to generate the snippets for each
question as proposed in Section 3.1.

• Question Processing: Question processing step consists of two sub-steps: (1) question classi-
fication, (2) query formulation. We classify each question with the question classes proposed
by [Li and Roth 2002]. Question class provides us the semantic constraint on the sought-after
answer. We adopted the question classification system proposed by Deepak Gupta and Bhat-
tacharyya [2018]. The system classify each question into coarse and fine classes.
In the query Formulation step, we obtain the Part-of-Speech (PoS) tags for each question using
Stanford PoS tagger9. Query is formulated by concatenating all the noun, verb and adjective
words in the same order in which it appears in the question.

• Candidate Answer Extraction: The output of question classification guides the candidate an-
swer extraction step to extract the probable answer from the passage. Firstly, We tag the pas-
sage with Stanford named entity tagger10. Thereafter, we make a list of all the entities (along
with the sentence in which it appears) which entity type is the same as of question classifica-
tion. The obtained entity list will be considered as the candidate answers.

• Candidate Answer Scoring: In this step, each candidate answer will be assigned a score. As
each candidate answer is also associated with their sentence. We calculate the score for each
of the candidate answer sentences (A). We use the following scoring techniques to score each
candidate answer:

(1) Term Coverage (TC): It computes the number of words which are common in query terms
candidate answer sentence. We also normalized it w.r.t the length of the query (number of
words in the query).

(2) Proximity Score (PS): We compute the shortest span that covers the query words contained
in the candidate answer sentence. We also normalized it w.r.t the length of the query.

(3) Coverage Score (CS): First, we compute the coverage of n-gram (n = 1, 2, 3, 4) between
the query and the candidate answer sentence. Thereafter, the coverage score between a query
(q) and an candidate answer sentence (S) is computed as follows:

NGCoveraдe(q, S,n) =

∑
nдn ∈S Countcommon(nдn)∑
nдn ∈q Countquery(nдn)

(11)

NGScore(q, S) =
n∑

i=1

NGCoveraдe(q, S, i)∑n
i=1 i

(12)

(4) Word-vector Similarity (WS): We represent query and candidate answer sentence using
the semantic vector obtained from the word embedding. A similarity score is computed
using the cosine similarity between the semantic vector of query and candidate answer. The
semantic vector is formulated as follows:

SemVec(X ) =

∑
ti ∈X W(ti ) × tf-idfti
number of look-ups

(13)

where X is query q or candidate answer sentence S , W(ti ) is the word vector of word ti .
number of look-ups represents the number of words in the question for which pre-trained
word embeddings11 are available.

8https://translate.google.com
9https://nlp.stanford.edu/software/tagger.shtml
10http://nlp.stanford.edu:8080/ner/process
11https://code.google.com/archive/p/word2vec/
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The weighted aggregate score for each candidate answer (A) is computed as follows:
S(Q, A) =W1 ∗TC +W2 ∗ PS +W3 ∗CS +W4 ∗WS (14)

Here,Wk is the learning weights for kth scoring. Optimal values 12 on the validation data. We
choose a candidate having the maximum score as our final answer.

4.4.2 RNN based QA model: Similar to the IR based baseline, we translate13 the Hindi question
and Snippet into English. The question and snippet encodings are performed as discussed in Section
3.2. Thereafter, we incorporate the question information into snippet by applying the attention mech-
anism similar to E.q. 6 and 7 to regenerate the snippet representation. This snippet representation
of a word (from snippet) at time t is fed to a feed-forward neural network. This network computes
the vectors of probability score pt . The length of the probability vector is set to 3, representing the
BIO encoding (B-beginning, I-intermediate and O-outside) of the answer. This model is similar to
the attention based QA-LSTM model proposed by the Tan et al. [2015], but instead of computing
the similarity between question and snippet as in [Tan et al. 2015], we classify the token at time t
from the snippet into ‘B-answer’, ‘I-answer’ and ‘O’.

4.4.3 Monolingual (English) QAmodel: This baseline is similar to the monolingual version of the
proposed network (c.f. Section 3). In the first layer of this baseline model, the English question and
snippet are encoded as discussed in Section 3.2. As we are dealing with only one language, shared
question encoding layer is not existing in this particular baseline model. The output of sentence
encoding layer is passed to the snippet encoding layer (c.f. Section 3.4). Finally, answer extraction
layer (c.f. Section 3.5) predicts the start and end indices of the answer from the snippets.

4.4.4 Monolingual (Hindi) QAmodel: We propose the fourth baseline similar to the monolingual
(English) baseline. The input question and snippet are in the Hindi language. Hyperparameters of
both monolingual models are kept the same as of the multilingual model.

4.4.5 Deep Canonical Correlation Analysis (Deep CCA). Deep CCA [Andrew et al. 2013] com-
putes representations of the two views by passing them through multiple stacked layers of nonlinear
transformation. We experiment with Deep CCA by treating English and Hindi question represen-
tations as two different views of the same question. In our experiment, we use four layers of GRU
network to compute the representation of both the views. Basically, from our proposed model, we re-
place the Shared Question Encoding layer with Deep CCA, which compute the shared representation
by taking the two question views (representation) as inputs. The goal is to jointly learn parameters
for both views such that the correlation between the final obtained representations is as high as possi-
ble. The hyperparameters of the Deep CCA model are kept the same as of the proposed multilingual
model.

5 RESULTS AND ANALYSIS
We evaluate the performance of the proposed snippet generation algorithm in terms of mean re-
ciprocal rank (MRR). We achieve the MRR values of 95.48% as compared to the standard Biased
LexRank [Otterbacher et al. 2009] of 91.71% on the ground truth passage provided in the multilin-
gual QA dataset. We show the evaluation results on MQA for the multilingual question answering
and Translated SQuAD dataset in Table 4 and Table 6 for multilingual QA and Translated SQuAD
dataset, respectively. The proposed model achieves 7.23 and 11.7 absolute F1 point increments over
the attention based RNN baseline for the multilingual QA and Translated SQuAD datasets, respec-
tively. Similarly, the proposed model achieves 5.86 and 5.14 absolute F1 point increments over the
12optimal weights are found to be (0.31, 0.18, 0.39, 0.12)
13In all baseline models translation is performed using Google translation.
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Fig. 2. The soft alignment of words between the same questions in two different languages. The learned
attention weight is shown here. It is clearly seen that the model learn the same words across languages.

Deep CCA baseline for the multilingual QA and Translated SQuAD datasets, respectively. Statisti-
cal t-test confirms this improvement to be statistically significant (t-test, p < 0.05). We observe that
QH − SE+H performs slightly lower than QE − SE+H . It may be because of the smaller size corpus
used for generating theHindi embeddings. To ensure the quality of translation fromGoogle Translate,
we perform human evaluation of the Google translation. We randomly choose 100 question-snippet
pairs from English (SQuAD) dataset, and translate them to Hindi. For translation, we employ two
annotators having expertise in both English and Hindi. We computed the BLEU score [Papineni
et al. 2002] and found the score as 72.13.

5.1 Analysis and Discussion
In this section, we present the analysis of the results obtained in terms of the effect of shared question
encoding and the ablation study. In addition to this, we also compare the quality of answer extracted
using the proposed multilingual model and Deep CCA model.

5.1.1 Effect of Shared Question Encoding: This layer learns the word or phrase of the question
which needs to be given more focus with respect to the question of the other language while gen-
erating the question representation. We show in Figure 2 through attention weight that the model
learns to align the same/similar words from the questions across the languages (English and Hindi).
The effect of shared question representation is evident while we look at the Monolingual (English)
and Monolingual (Hindi) baselines performance in Table 4 and Table 6, respectively. Both of these
baselines do not have shared question encoding layer. The Monolingual (Hindi) model favours the
question and snippet which are in Hindi, and it shows the comparable performance close the RNN
based baseline for the English question and/or snippet (QE − SE , QE − SE+H ). We also observed
quite a similar trend for the Monolingual (English) baseline model. The evaluation shows that the
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Fig. 3. Effect of model components on the various
type of questions from MQA dataset.

Models Multilingual QA Translated SQuAD
EM F1 EM F1

Proposed Model 39.44 44.97 50.11 53.77
-Shared Question

Embedding 35.62 41.18 46.37 49.91

-Character
Embeddings 38.12 43.26 48.84 52.53

-Self Matching 37.23 42.39 48.02 51.84
Table 3. Results of ablation study (by removing one
model component at a time) on both the dataset.

proposed multilingual system perform better in all the multilingual settings compared to the mono-
lingual baselines.

5.1.2 Ablation Study: We carefully observe the effect of various components of the model. We
show the ablation study in terms of EM and F1 score on the multilingual QA dataset in Table 3.
This shows the contribution of important components very clearly. The analysis reveals that shared
question encoding represents the questions of two languages very effectively by aggregating the
information from the questions. The character embedding helps the model to overcome the out-of-
vocabulary words and short words, which are often in Hindi question and snippet. The self-matching
of snippet assigns more weights to the words (in a snippet) which are related to the question and the
context in which the answer appears.We extend our experiment by analyzing the model performance
on the various question types such as what, where, when, how, which, who. Figure 3 shows the im-
pact (in terms of F1 score) of model components (by removing a component at a time) on different
types of questions of multilingual QA dataset. Our model achieves the best performance on ‘when’
type question. Because ‘when’ type question generally looks for ’date’ and ’time’ as the answer.
However, for ‘what’ type of question, the model achieves comparatively low F1 score. This is be-
cause ‘what’ type of questions look for a long phrase as the answer. The study reveals that the shared
question encoding has the higher impact on the performance of the model for all type of questions.

We have translated the question/snippet in baseline 1 and baseline 2 only. We did not translate the
question/snippet in our proposedmodel. TheMonolingual (English) andMonolingual (Hindi) model
are trained on the question and snippet from the English and Hindi languages, respectively. In the
QE −SE+H andQH −SE+H settings the model receives the cross-lingual inputs. Therefore the mono-
lingual model could not achieve as good performance as our proposed multilingual model. The pro-
posed model has the shared question encoder and has the capability of processing the cross-lingual
and multi-lingual inputs. This is the reason why the proposed model achieves the improvements on
QE −SE+H andQH −SE+H settings compared to the monolingual (English) and monolingual (Hindi)
model.
We observe that the model performance on multilingual QA dataset is relatively lower as com-

pared to the Translated SQuAD multilingual dataset. This is because the model is trained on the
Translated SQuAD multilingual dataset and learns the diverse answers form the dataset, which may
not exist in multilingual QA dataset. Due to the unavailability of any otherMQA (EN-HI) dataset, we
can not make any direct comparison. However, our IR based baseline is the re-implementation of the
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Models QE − SE QH − SH QE − SH QH − SE QE − SE+H QH − SE+H Overall
EM (F1) EM (F1) EM (F1) EM (F1) EM (F1) EM (F1) EM (F1)

B
as
el
in
es

IR based QA 33.46 (39.81) 32.63 (38.12) 30.24 (32.94) 27.67 (30.04) 32.17 (39.67) 30.78 (37.97) 31.15 (36.42)
RNN based QA 37.18 (41.74) 34.75 (40.32) 32.14 (33.85) 28.22 (29.61) 35.49 (41.85) 33.79 (39.12) 33.59 (37.74)

Monolingual (Hindi) 36.12 (42.67) 41.38 (47.79) 30.97 (33.54) 28.41 (30.08) 38.31 (44.61) 38.71 (44.94) 35.65 (40.60)
Monolingual (English) 44.17 (49.35) 35.52 (41.11) 31.23 (33.97) 29.11 (31.71) 39.18 (46.64) 35.17 (41.29) 35.73 (40.67)

Deep CCA 41.21 (43.48) 37.79 (40.23) 31.62 (33.89) 30.34 (32.65) 39.76 (42.23) 38.23 (42.19) 36.49 (39.11)
Proposed Multilingual 44.78 (50.27) 41.46 (48.14) 34.68 (37.89) 33.41 (37.02) 42.28 (49.01) 40.06 (47.49) 39.44 (44.97)

Table 4. Performance comparison of proposed MQA model (on Multilingual QA dataset) with the various
baseline models.

state-of-the work [Sekine and Grishman 2003] on EN-HI cross-lingual QA and obtains significantly
better performance compared to the state-of-the-art model. Most of the available French/German-
English dataset (CLEF) is small in size and developed in the cross-lingual setting. However, the
dataset used here, provide the monolingual, cross-lingual and multilingual settings. Especially, in
multilingual settings, where for a given multilingual question, the answer needs to be extracted from
all the multilingual snippets, has not yet been addressed as such.

5.2 Qualitative Analysis
We qualitatively analyze the answers predicted by the proposed system. The examples are shown
in Table 5. The analysis shows that the proposed system performs very well for the question which
is looking for the named entity type answer. Our further analysis reveals that the proposed system
performs exceptionally well to identify the ‘number’, ‘date’, ‘quantity’, “person name” types of
answers.
We closely analyze the major sources of errors in Section 5.3. The model learns to identify the

semantically similar words in snippet, and sometimes it predicts the semantically similar words as
the answer. We compare the performance of the CCA based model to the proposed model- both
quantitatively and qualitatively. We show the question, snippet along with their answers predicted
from the proposed model and Deep CCA in Table 5. The Deep CCA model suffers from the out-of-
context answers. In cross-lingual setups (QH −QE ) and (QE − SH ), the Deep CCA model does not
perform well compared to the proposed model. We also observe that Deep CCA model extracts the
long sentence answer. The Deep CCA model tries to maximize the correlation between English and
Hindi representation and learns the shared question representation.Whilemaximizing the correlation
Deep CCA focuses on the question representation as a single vector. In contrast, our shared question
encoding layer tries to find the alignment between the English and Hindi question representation
by considering each word from English and Hindi question. In addition, our model generates the
shared question representation by considering the English-aware Hindi and Hindi-aware English
representation (c.f. Section 3.3).

5.3 Error Analysis
We closely analyze the outputs on multilingual QA dataset and come up with the following observa-
tions:
(1) The system suffers to predict the correct answer, where the answer entity is the anaphor or

cataphor in the snippet. E.g.
Q:What is the part of the Adam’s Bridge?,
Gold Answer: Pamban Island
Snippet: Pamban Island is situated in the Gulf of Mannar between India and Srilanka... It is
a part of the Adam’s Bridge.
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Question (1):Which company adopted the ASA scale in 1946?
Snippet: General Electric switched to use the ASA scale in 1946. Meters manufactured since February 1946 were
equipped with the ASA scale -LRB- labeled “ Exposure Index ” -RRB- already . For some of the older meters with scales
in “ Film Speed ” or “ Film Value ” -LRB- e.g. models DW-48 , DW-49 as well as early DW-58 and GW-68 variants -RRB-
, replaceable hoods with ASA scales were available from the manufacturer ...
Gold Answer: General Electric
Answer using Deep CCA: DW-48
Answer using Proposed Model: General Electric
Question (2): एलजीबीटҰ के अѠधकारӖ के Ѡलए कौन सा मील का पͤथर माना जाता ह?ै
Trans: Which landmark is considered the spark for LGBT rights?
Snippet: The Statue of Liberty National Monument and Ellis Island Immigration Museum are managed by the National
Park Service and are in both the states of New York and New Jersey . ... Hundreds of private properties are listed on
the National Register of Historic Places or as a National Historic Landmark such as, for example , the Stonewall Inn in
Greenwich Village as the catalyst of the modern gay rights movement .
Gold Answer: Stonewall Inn
Answer using Deep CCA: Governors Island National Monument
Answer using Proposed Model: Stonewall Inn in Greenwich Village
Question (3): How did naturalism effect the greater world?
Snippet: ...But as the 19th-century went on , European fiction evolved towards realism and naturalism , the meticulous
documentation of real life and social trends. Much of the output of naturalism was implicitly polemical, and influenced so-
cial and political change , but 20th century fiction and dramamoved back towards the subjective, emphasising unconscious
motivations and social and environmental pressures on the individual ...
Gold Answer: influenced social and political change
Answer using Deep CCA: primacy of individual experience
Answer using Proposed Model: social and political developments
Question (4): ज़ार अले͕जӒडर ने चोџपन को Թा ўदया?
( Trans: What did Tsar Alexander I give to Chopin?)
Snippet: िसतबंर 1823 से 1826 तक चोџपन वारसा Ѡलसयेमु मӒ भाग Ѡलया जहां उͨहӖने अपने पहले वष˨ के दौरान चके
सगंीतकार џवͰहमे वाफ़Ӄ ल से अगं सबक ूाм ўकय ज़ार ने उसे एक हҰरे कҴ अगंठूұ ूःततु ўकया 10 जनू 1825 को बाद के
ईओलोमलेोўडकॉन कॉͨसट˨ मӒ चोџपन ने अपने रӖडो ओप का ूदशन˨ ўकया
(Trans: From September 1823 to 1826 Chopin attended the Warsaw Lyceum , where he received organ lessons from
the Czech musician Wilhelm Wurfel during his first year. Tsar presented him with a diamond ring . At a subsequent
eolomelodicon concert on 10 June 1825 , Chopin performed his Rondo Op)...
Gold Answer: हҰरे कҴ अगंठूұ
Answer using Deep CCA: रӖंडो ओप (Trans: Rondo Op )
Answer using Proposed Model: हҰरे कҴ अगंठूұ (Trans: diamond ring )
Question (5):Who is responsible for appointing the Lieutenant Governor of the Union Territory of Delhi?
Snippet: The head of state of Delhi is the Lieutenant Governor of the Union Territory of Delhi, appointed by the President
of India on the advice of the Central government and the post is largely ceremonial, as the Chief Minister of the Union
Territory of Delhi is the head of government and is vested with most of the executive powers .
Gold Answer: President of India
Answer using Deep CCA: Lieutenant Governor
Answer using Proposed Model: President of India
Question (6):What particle is associated with the yellowing of newspapers?
Snippet: Paper made from mechanical pulp contains significant amounts of lignin , a major component in wood . In the
presence of light and oxygen , lignin reacts to give yellow materials , which is why newsprint and other mechanical paper
yellows with age ...
Gold Answer: lignin
Answer using Deep CCA: lignin
Answer using Proposed Model: lignin

Table 5. Examples of question, snippet, gold answer and the predicted answer using Deep CCA and our
proposed model. The answers are shown in red.
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As shown in the example the word ‘it’ (pronoun) is referring to the phrase ‘Pamban Island’,
and these two words are far apart (in terms of the number of words between these two words)
in the passage. Therefore, the model could not identify the correct referred phrase ‘Pamban
Island’. Resolving such pronouns in the snippet before passing it into the network should lead
to performance improvements.

(2) Sometimes the system predicts the wrong answer from the snippet. This generally happens in
case named entity (NE) appears in the vicinity. E.g.
Q: How far is the Taj Mahal from New Delhi?
Gold Answer: 230 KM;
Predicted Answer: 310 KM
Snippet: Taj is located within the distance of 310 km and 230 Km from Lucknow and national
capital New Delhi respectively...
In this example there are two numbers (310 km and 210 km) appear very near in the snippet.
The network fails to correctly map the associated number (230 km).

(3) While analyzing the outputs of snippet generation, we observe that during translation of Hindi
sentences in snippet generation, some synonymwords and named entities are incorrectly trans-
lated. E.g. Q:When Mahatma Gandhi visited Darjeeling?
The prompt translation of documents: “..Mahatma Gandhi traveled to Darjeeling in 1925...”.
The word visited has been replaced with traveled, so the snippet generation algorithm ranks it
to the lower in order.

(4) Our proposed network sometimes could not able to identify the correct start or end index of the
answer in the snippet. It contributes to the major sources of errors. The example of this type
of error is shown as the question (2) in Table 5. This phenomenon is observed more often in
cross-lingual settings. The prediction of end index can be improved by providing the predicted
start index information to the network before making the prediction of end index.

(5) The network could not able to provide an answer where the reasoning across multiple sen-
tences is required. We also observe the similar behavior, signifying that the network fails to
provide the correct answer, where the answer and the headwords (query) in the question are
far apart (2 to 3 sentences away). Example:
Q: The climate of Greece in the Northwest is known as what?,
Snippet: The mountainous areas of Northwestern Greece -LRB- parts of Epirus , Central
Greece , Thessaly , Western Macedonia -RRB- as well as in the mountainous central parts of
Peloponnese – including parts of the regional units of Achaea , Arcadia and Laconia – feature
an Alpine climate with heavy snowfalls . ... . Snowfalls occur every year in the mountains and
northern areas , and brief snowfalls are not unknown even in low-lying southern areas , such
as Athens.
Gold Answer: Alpine climate
Predicted Answer: Western Macedonia
In this example model has to perform the reasoning across multiple sentences to conclude the
correct answer. This type of errors can be addressed by the multi-step of reasoning similar to
the work of Das et al. [2019].

(6) One of the limitations of the network is that it does not correctly identify the answer of short
descriptive question started with ‘why’ or ‘how’. In these types of errors network could not
predict the correct answer indices. It is because the network has to predict the correct phrase
which is not limited to only noun, verb or adjective phrase. The prediction of the complex
phrase is difficult as compared to the prediction of the named entities. Example:
Q:Why did they miss that competition? ,
Snippet: It is very rare for top clubs to miss the competition , although it can happen in
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Models QE − SE QH − SH QE − SH QH − SE QE − SE+H QH − SE+H Overall
EM (F1) EM (F1) EM (F1) EM (F1) EM (F1) EM (F1) EM (F1)

B
as
el
in
es

IR based QA 35.17 (37.78) 32.87 (36.55) 31.45 (33.13) 28.12 (30.69) 34.67 (36.54) 31.22 (35.16) 32.25 (34.97)
RNN based QA 44.68 (45.51) 41.24 (44.71) 33.27 (36.89) 31.59 (33.86) 42.56 (46.94) 39.33 (44.54) 38.77 (42.07)

Monolingual (Hindi) 43.78 (47.41) 49.81 (53.27) 35.01 (38.78) 37.14 (41.85) 47.77 (51.29) 48.18 (52.21) 43.61 (47.46)
Monolingual (English) 52.49 (56.11) 43.17 (48.37) 41.54 (35.53) 33.11 (37.54) 52.38 (56.61) 45.11 (49.35) 44.63 (47.25)

Deep CCA 44.78 (50.27) 41.46 (48.14) 42.04 (46.68) 40.84 (44.86) 51.19 (53.38) 45.06 (48.49) 44.28 (48.63)
Proposed Multilingual 53.15 (57.29) 51.34 (53.87) 45.34 (50.24) 44.19 (48.21) 54.38 (58.39) 52.27 (54.67) 50.11 (53.77)

Table 6. Performance comparison of proposed MQA model (on test set of Translated SQuAD dataset) with
the various baseline models.

exceptional circumstances . Defending holders Manchester United did not enter the 1999 –
2000 FA Cup , as they were already in the inaugural Club World Championship , with the club
stating that entering both tournaments would overload their fixture schedule and make it more
difficult to defend their Champions League and Premiership titles . The club claimed that they
did not want to devalue the FA Cup by fielding a weaker side . The move benefited United as
they received a two-week break and won the 1999 – 2000 league title by an 18-point margin ,
although they did not progress past the group stage of the Club World Championship ...
Gold Answer: The club claimed that they did not want to devalue the FA Cup by fielding a
weaker side .
Predicted Answer: their handling of the situation

(7) The network also suffers to find the correct answer in cross-lingual setup (QE −SH ) where the
answer words are not named entity and consist of descriptive answer. Example:
Q: कई चीनी सѠैनकӖ कҴ एक बड़ी Ѡचतंा Թा थी?
Trans:What was a great concern of many Chinese troops? ,
Snippet: .. In late April Peng Dehuai sent his deputy , Hong Xuezhi , to brief Zhou Enlai in
Beijing . What Chinese soldiers feared , Hong said , was not the enemy , but that they had
nothing to eat , no bullets to shoot , and no trucks to transport them to the rear when they
were wounded . Zhou attempted to respond to the PVA ’s logistical concerns by increasing
Chinese production and improving methods of supply , but these efforts were never completely
sufficient . At the same time , large-scale air defense training programs were carried out , and
the Chinese Air Force began to participate in the war from September 1951 onward .
Gold Answer: they had nothing to eat
Predicted Answer: supply

6 CONCLUSION
In this paper, we have proposed a unified deep neural network technique for multilingual question
answering. The proposed model is a generic framework with the flexibility of being adaptable to
any number of languages. To provide the input snippet (if not available) to the proposed network,
we introduce an effective language independent snippet generation algorithm. Our snippet genera-
tion algorithm exploits the lexico-semantic similarity between the sentences. The soft alignment of
the question words from the English and Hindi languages has been used to learn the shared repre-
sentation of the question. The learned shared representation of question and attention based snippet
representation are passed as an input to the answer extraction layer of the network which extracts
the answer span from the snippet.
We achieve state-of-the-art performance on the multilingual benchmark QA dataset. Evaluation

shows that our proposed model attains 39.44 Exact Match (EM) and 44.97 F1 values. In future,
we will work towards addressing the specific concerns to improve the system performance. We
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would also like to handle the descriptive and multi-step reasoning questions under the multilingual
environment.
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