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In the era of deep learning-based systems, efficient input representation is one of the primary requisites

in solving various problems related to Natural Language Processing (NLP), data mining, text mining, and

the like. Absence of adequate representation for an input introduces the problem of data sparsity, and it

poses a great challenge to solve the underlying problem. The problem is more intensified with resource-poor

languages due to the absence of a sufficiently large corpus required to train a word embedding model. In this

work, we propose an effective method to improve the word embedding coverage in less-resourced languages

by leveraging bilingual word embeddings learned from different corpora. We train and evaluate deep Long

Short TermMemory (LSTM)-based architecture and show the effectiveness of the proposed approach for two

aspect-level sentiment analysis tasks (i.e., aspect term extraction and sentiment classification). The neural

network architecture is further assisted by hand-crafted features for prediction.We apply the proposed model

in two experimental setups: multi-lingual and cross-lingual. Experimental results show the effectiveness of

the proposed approach against the state-of-the-art methods.
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1 INTRODUCTION

Sentiment analysis (Pang and Lee 2005; Turney 2002) is a well-established and an important field
of study in Natural Language Processing (NLP). It aims to extract the subjective information in a
piece of user-written text and classify it into one of the predefined set of classes (e.g., positive, neg-
ative, conflict, or neutral). The application ranges from an individual’s learning from other users’
experiences to a feedback system for organizations (e.g., a user review highlighting the cons of a
product or service can cause severe damage to the reputation of the product or service and also to
the organization that offers such a product or service). Sentiment analysis performed on a coarser
level (i.e., document or sentence level) does not reveal crucial information to a user who is sen-
sitive to the finer details, such as the display quality of a laptop or the ambience of a restaurant).
Aspect-Based Sentiment Analysis (ABSA) (Hu and Liu 2004; Pontiki et al. 2014) is a relatively new
dimension of sentiment analysis which analyzes the text at a much finer granularity level. It first
identifies various aspects (or features or attributes) of the product or service in a text and then
assigns a sentiment class to each of these. For example, in the following review, the user has ex-
pressed different sentiments (i.e., positive and negative) toward two aspects (i.e., food and service) of
a restaurant. Though the user is happy with the quality of food being served, she was not amused
with the service.

Great food but the service was dreadful!

On a sentence-level, the example conveys a conflict sentiment toward the restaurant, without re-
vealing the details of what the user liked and disliked. In contrast, ABSA identifies all the aspects
(i.e., food and service) that have been discussed in the review and then assigns the positive senti-
ment to food and the negative sentiment to service, thus revealing the finer details of the restaurant
review. Identification of aspect terms is known as aspect term extraction or opinion target extraction,
whereas assigning polarity information to the aspect terms is known as sentiment classification. In
this work, we focus on both aspect term extraction and aspect sentiment classification tasks.
Literature survey evidences a wide range of research on sentiment analysis (either at the sen-

tence level or at the document level) being carried out in recent years (Chernyshevich 2014; Gupta
et al. 2015; Jagtap and Pawar 2013; Kaljahi and Foster 2016; Kim and Hovy 2004; Mukherjee and
Liu 2012; Poria et al. 2016; Toh and Wang 2014; Turney 2002; Wagner et al. 2014; Zhuang et al.
2006). However, most of these research efforts are focused on resource-rich languages, predomi-
nantly English. Like many other NLP problems, research on sentiment analysis involving Indian
languages (e.g., Hindi, Bengali, etc.) is limited (Bakliwal et al. 2012; Balamurali et al. 2012; Joshi
et al. 2010; Kumar et al. 2015; Singhal and Bhattacharyya 2016). Due to the scarcity of various
qualitative resources and/or tools in such languages, the problems have become more nontrivial
and challenging to solve.
The research on ABSA involving Indian languages has started only recently (e.g., Akhtar et al.

(2016a, 2016b)). In one of our earlier research efforts, we created a benchmark setup for ABSA in
Hindi (2016a). For evaluation purpose, we trained Conditional Random Field (CRF) and a Support
Vector Machine (SVM) for aspect term extraction and sentiment classification, respectively. We
proposed a hybrid Convolutional Neural Network (CNN)-based model for aspect-level sentiment
classification in another recent work proposed in Akhtar et al. (2016b). We showed the effective-
ness of our proposed approach in multiple domains, namely product reviews, movie reviews, and
Tweets.

2 MOTIVATION AND PROBLEM DEFINITION

As discussed earlier, Indian languages are resource-constrained in nature (i.e., there is a lack of
readily availability of different resources and tools such as Part-of-Speech (PoS) tagger, Named
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Entity Recognizer (NER), Parser, Morphological Analyzer and the like in the required measure. As
a side-effect, it is more challenging to build a robust system for any particular application.
It is well-established that a good amount of annotated corpus is the foremost requirement for

any supervised machine learning system to achieve an acceptable performance level. Insufficient
training samples for building the model have been a huge bottleneck in solving the problems in
resource-constrained languages (e.g., Indian languages such as Hindi, Bengali, etc.). Traditionally,
researchers project the problem into a common space in a cross-lingual setup and aim to leverage
the availability of various resources/tools in the resource-rich languages (Balamurali et al. 2012;
Barnes et al. 2016; Singhal and Bhattacharyya 2016; Zhou et al. 2016). Bilingual dictionaries and/or
machine translation had been the preferred choice for this projection.
Recently, Deep Learning (DL)-based techniques have been established as the benchmark in solv-

ing several NLP problems due to its capability of extracting relevant set of features on its own (i.e.,
during training) from the underlying word embedding representations. Thus, it minimizes depen-
dency on the extracted features from any external resource/tool. A qualitative word representation
(word embeddings or word vector) plays an important role in any (deep) neural network-based sys-
tem. It is a nontrivial task for any DL architecture to learn and extract the relevant hidden features
(semantic, syntactic, or lexical) without qualitative word representations, hence it hampers the
overall performance of the system. In practice, state-of-the-art distributed representation models
such as GloVe (Pennington et al. 2014) or Skip-Gram with Negative Sampling (SGNS) (Mikolov
et al. 2013) are common choices to preserve the quality of word representation. However, these
systems require a large corpus for training and building the models (e.g., the pretrained Google
News Word2Vec model was trained on 100 billion words, pretrained common-crawl GloVe model
was trained on 840 billion words). Unfortunately, the lack of corpus in such a range limits the qual-
ity of word representation, and many languages are not at par with English or other resource-rich
languages.
Another great challenge in the learning process is the missing representations of input words

(Out-of-Vocabulary (OOV) words) in a word representation model. This gives rise to the problem
of data sparsity with regard to word representation. The trivial solution, as reported in the litera-
ture, is to use either a random vector (Dhingra et al. 2017) or a zero vector (Bahdanau et al. 2017)
for such words. Though both these solutions are easy to use, they do not provide relevant and
contextual information to the learning algorithm, in general. Similarly in a cross-lingual scenario,
representation of a word in a source language does not have any correlation with the representa-
tion of the translated word in the target language, hence, these are not ideal for use directly for
training and/or testing.
In this article, we aim to improve the coverage of word representation in a resource-constrained

language scenario (here, for Hindi word embeddings) by leveraging the information of resource-
rich language (here, English word embeddings). In its original form, embedding of a word in one
language (say, Hindi) and embedding of the same word (translated) in another language (say,
English) does not pose any association between them. Hence, word embeddings of one language
can not be directly used for other language(s). Therefore, we utilize bilingual word embeddings
(Luong et al. 2015) trained on an English-Hindi parallel corpus to bridge language divergence in the
vector space. The proposed method is based on a DL architecture, the Long Short Term Memory
(LSTM) network (Hochreiter and Schmidhuber 1997). For benchmarking, we evaluate the proposed
method for aspect-level sentiment analysis in both multi-lingual and cross-lingual setups. In this
work, we address two subtasks of aspect-level sentiment analysis; namely aspect term extraction
and aspect sentiment classification. For evaluation, we use the dataset that we created ourselves
(Akhtar et al. 2016a). It consists of 5,417 review sentences in Hindi. In the cross-lingual setup, we
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use an English dataset from SemEval 2014 shared task on ABSA (Pontiki et al. 2014) for training,
while for testing we use Hindi datasets from Akhtar et al. (2016a). Another reason for utilizing
bilingual word embeddings the fact that the target dataset (Akhtar et al. 2016a) (which is primarily
in Hindi Devanagari script) also contains a few English words (both in transliterated form and

Roman script) for which no representation is available in Hindi embeddings (e.g., DVD,

| (combination), | (installation), | user interface, etc).
Major contributions and/or features of our proposed approach are as follows: (i) We train and

use bilingual embeddings on an Amazon product review corpus consisting of English−Hindi par-
allel corpora, which assists in bridging the diversity of two languages; (ii) we propose to improve
the word representation coverage in a low-resource language by utilizing the resource-rich lan-
guage word embeddings; (iii) we leverage the semantic richness of various lexicons of the target
(English) language for enhancing the performance of the system; (iv) we study three competitive
bilingual/cross-lingual word representation approaches for ABSA; and (v) we provide a detailed
comparative and error analysis of the obtained results.
As already mentioned, research on ABSA involving Indian languages is very limited. Some re-

cent works include our previous efforts, such as Akhtar et al. (2016a, 2016b), related to ABSA.
We proposed feature-driven supervised approaches in Akhtar et al. (2016a) for aspect term ex-
traction and aspect sentiment classification. (We trained CRF and SVM as classifiers on top of
various language-independent features for aspect term extraction and aspect sentiment classifi-
cation, respectively.) In a CNN-based hybrid model proposed in Akhtar et al. (2016b), we suc-
cessfully showed cascading of CNN and SVM for a wide variety of problems, including aspect-
level sentiment classification. In addition, we also utilized an optimized set of features obtained
through a multi-objective genetic algorithm-based optimization technique for enhancing the per-
formance. We evaluated the efficacy of this proposed approach in multiple domains and languages.
A multi-lingual CNN-based sentiment analysis (not ABSA) model has been proposed in Singhal
and Bhattacharyya (2016). The core idea of the work was to project all words in a resource-poor
language into a resource-rich language via machine translation. In addition, the authors also mod-
ified a training dataset by augmenting all the polar words along with their polarities as training
instances. Barnes et al. (2016) employed bilingual word embeddings for sentiment classification in
a cross-lingual setup. In comparison, our proposed system utilizes bilingual embeddings to reduce
the effect of data sparsity in both cross-lingual and multi-lingual scenarios. We summarize the key
differences between our proposed approach and these existing systems in Table 1.
Our current research is an extension to our previously proposed work on sentiment analysis

(Akhtar et al. 2018). However, in comparison to the earlier work, our current work differs on the
following points: (i) The existing work (Akhtar et al. 2018) studies only the aspect sentiment clas-
sification problem, whereas in the current work we address both aspect term extraction and aspect
sentiment classification. It should be noted that both of these problems refer to the two different
paradigms of supervised classification (i.e., aspect term extraction is a sequence-labeling prob-
lem, whereas the aspect sentiment classification is a classification problem). We have empirically
shown that our proposed approach is effective for solving both these problems, viz. classification
(aspect term classification) as well as sequence-labeling (aspect term extraction). (ii) We study and
analyze the behavior of three different forms of bilingual/cross-lingual word embeddings in our
current work. In contrast, in our previous work, we employed only one bilingual word embedding
for the study. (iii) In our current work, we provide detailed descriptions of the various modules
(e.g., bilingual word embeddings, English→Hindi Statistical Machine Translation (SMT) systems,
etc.). (iv) We present here a detailed analysis for comparison with existing systems and the errors
that we encounter.
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Table 1. Key Differences of the Proposed Approach and the Existing Systems

Proposed
Approach

Barnes
et al. (2016)

Singhal and
Bhattacharyya

(2016)

Akhtar
et al.

(2016b)

Akhtar
et al.

(2016a)

Setup Multi-lingual &
Cross-lingual

Cross-
lingual

Multi-lingual Mono-
lingual

Mono-
lingual

Approach Deep Neural
Network (LSTM)

Word
embedding
(SVM)

Deep Neural
Network (CNN)

Deep Neural
Network
(CNN)

Feature-
driven (CRF
& SVM)

Problem Aspect term
extraction & Aspect
sentiment
classification

Aspect
sentiment
classification

Sentence-level
sentiment
classification

Aspect
sentiment
classification

Aspect term
extraction &
Aspect
sentiment
classification

Word Em-
beddings

Shared vector-space
bilingual embeddings

Shared
vector-space
bilingual
embeddings

Projected source
language dataset to
target language and
utilizes target-side
pre-computed
embeddings.

Mono-
lingual
embeddings

-

Data

Sparsity

Minimize the effect
of data sparsity
through bilingual
embeddings.

- Minimized the
effect of data
sparsity through
src→tgt projection.

- -

Replace the OOV
words with
translated forms,
which usually
happens to be its
closest neighbour in
the shared vector
space. Hence, the
semantic closeness is
preserved to an
extent.

- Translated each
word of the source
language into target
language which
may introduce loss
of sentiment in
target language as a
side-effect
(Mohammad et al.
2016).

- -

Hand-
crafted
Features

Richer set of lexicon
based features.

- Augmented the
polar words in the
training instances.

Optimized
feature set
from multi-
objective
genetic
algorithm.

Basic
features

2.1 Problem Definition

As discussed earlier, data sparsity often poses a significant challenge to machine learning (and
neural network learning). The prime motivation of this work is to minimize the effect of data
sparsity, thereby enabling any DL framework to effectively learn its hidden features. For this, we
propose to use bilingual embeddings computed from a parallel corpus (approx. 7.2M English-Hindi
parallel sentences).We hypothesize that addressing data sparsity in an intelligentmannerwill yield
increased performance. We try to establish our hypothesis through experiments on two ABSA
tasks, namely aspect term extraction and aspect classification in bothmulti-lingual and cross-lingual
scenarios. Next, we present a very brief description for each these two tasks.
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Table 2. Example of Aspect-Based Sentiment Analysis and Its

Corresponding BIO Encoding Scheme

2.1.1 Aspect Term Extraction. The task of aspect term extraction is to predict the boundaries
of all aspect terms present in a sentence. To tackle multi-word aspect terms (e.g., battery life),
we follow the BIO notation scheme to mark each token as either B-ASP (begin of an aspect term),
I-ASP (inside an aspect term), orO (outside of aspect term). This projects the problem as a sequence
labeling task, where the current prediction depends on the current input as well as on the previous
output. During the experiment, we observe that the distribution of training instances belonging to
these three categories (B-ASP, I-ASP, and O) is highly imbalanced in nature (i.e., approximately
99% of the tokens belong to the class ‘O’) . We try to address this issue by projecting the three-class
scheme (i.e., B-ASP, I-ASP, andO) into a two-class encoding scheme (i.e., I-ASP andO) by merging
B-ASP and I-ASP together. This encoding scheme was employed in the CoNLL 2003 shared task
on Named Entity Recognition (Tjong Kim Sang and De Meulder 2003). Consequently, we observe
improved performance in the prediction. An example scenario is depicted in Table 2.

2.1.2 Aspect Sentiment Classification. Aspect-based sentiment classification deals with assign-
ing sentiment polarity (i.e., positive, negative, neutral, or conflict) to the aspect terms. We define a
context window of ±51 words around the aspect term as our training and classification instances.
The reason for adapting such an arrangement is to ensure that the sentiment-bearingwords associ-
ated with one aspect term do not intervene with the classification of the other aspect terms present
in the same sentence. Also, it was observed during analysis of the dataset that sentiment-bearing
words often appear closer to the target aspect terms (with a few exceptions).

3 PROPOSED METHODOLOGY

In this section, we describe our proposed methodology that we adapt for aspect term exaction and
sentiment classification in Hindi. We propose to use an LSTM architecture on top of bilingual word
embeddings for prediction. LSTM is a special kind of Recurrent Neural Network (RNN) which effi-
ciently learns long-term dependencies. Bidirectional LSTM is an extended version of LSTM which

1The value of 5 was set empirically by varying the context window size from 2 to 6.
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Fig. 1. Training scenario for skip-gram bilingual word embeddings.

takes both forward and backward sequences into account. Our model consists of two bidirectional
LSTM layers followed by two fully connected layers and one output layer.

3.1 Bilingual Word Embedding

We employ bilingual word embeddings (Luong et al. 2015) trained on a parallel English-Hindi
corpus. We generate a parallel corpus for an Amazon product review datasets2 (consisting of ap-
prox. 7.2M sentences) using an in-house product-review-domain based English→Hindi Statistical
Machine Translation (SMT) system.3

The parallel corpus, along with the alignment information, is used to train two (English and
Hindi) Skip-Gram with Negative Sampling (SGNS) Word2vec (Mikolov et al. 2013) models which
share the common vector space. If a wordWS is aligned to wordWT then the context information
CT of the target wordWT is also used as the context of the source wordWS along with its own
context information CS for computing the word vectors. The underlying idea follows a famous
quotation by English linguist Firth that “You shall know a word by the company it keeps” (Firth
1957). By utilizing the context information of both the source and target sides, resultant word
embeddings ofWS andWT come semantically closer to each other in the vector space. An example
is shown in Figure 1.
A bilingual skip-grammodel creates two separate word embeddings, one each for source (Hindi)

and target language (English). First, we extract word representations for all the words in a sen-
tence from the Hindi monolingual word embeddings. Subsequently, at the second step, we trans-
late all OOV words (words whose representations are missing in Hindi embeddings) into English
and then perform another lookup in the corresponding English word embeddings. For instance, if
embedding of a word “ |achcha” is unknown, we translate it into the English word “good”
and use its word embedding in place of the source word “ |achcha.” Thus, the missing

2http://snap.stanford.edu/data/other.html.
339.5 BLEU score.
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representation of the OOV word is replaced by its translated target side representation. Since
both English and Hindi word embeddings share a common vector space, this replacement strategy
proves to be an effective technique. In our case, we observe a reduction of approximately 65% (i.e.,
243 OOVs remaining out of total 698 OOVs) in OOV words by the proposed replacement strategy.
Consequently, an increase in the F-measure/accuracy value is also observed during evaluation.

3.1.1 English→Hindi SMT System. The English→Hindi MT system is based on a standard
phrase-based SMT (Koehn et al. 2003) system. We employ a widely used and standard machine
translation toolkit Moses (Koehn et al. 2007) for training the system. The alignment information
is obtained from the mosesdecoder (Koehn et al. 2007) during translation of the reviews. We use
the following set of parameters in Moses: grow-diag-final-and heuristics for word alignment using
GIZA++ (Och and Ney 2003),msd-bidirectional-fe for reordering the model, and a 4-gram language
model with modified Knese-Ney smoothing (Kneser and Ney 1995) using KenLM (Heafield 2011).
We use the minimum error rate training (Och 2003) for tuning the system. The SMT system was
trained on an in-house product domain parallel corpus. After preprocessing, the numbers of par-
allel sentences for training, test, and development sets are 112,469, 5,640, and 602, respectively.

3.2 Features

Finally, we employ various hand-crafted features to assist the network. In addition to the features
targeted for Hindi, we also try to leverage the effectiveness of English side resources by translating
a word into English and then extracting its feature representation. We extract and implement the
following set of features for use in our tasks. It should be noted that we do not include any lexical or
syntactic features during training as these features are automatically learned from the data itself.

3.2.1 Aspect Term Extraction.

(1) Hindi:

a. IndoWordNet (Bhattacharyya 2010) synset: WordNet is lexical database which
groups a set of words based on their senses, called synsets. In Akhtar et al. (2017) it
has been shown that synset-based feature provides crucial information for predicting
unseen examples. Following a similar approach, we extract the top 3 most frequent
words from the synset and use them as a feature value.

b. Frequent aspect terms: From training dataset, we compile a list of frequent aspect
termswhich occur at least 5 times in the corpus.We then define a binary-valued feature
that fires if the current token is present in the list. This feature is included with the
assumption that infrequent words have more chances of belong to the aspect terms.

Considering aspect term extraction as a sequence labeling task, we did not include English re-
sources for identifying aspect terms because, after translation, word order of the source language
is not preserved in the target language. Hence, the sequence information gets distorted, which, in
turn, will confuse the system rather than assist it.

3.2.2 Aspect Sentiment Classification.

(1) Hindi:

a. SentiWordNet for Indian languages (Das and Bandyopadhyay 2010):We define two
features thatmark the sum of positive scores and sum of negative scores of all thewords
in a sentence.We assign a score of +1 and−1, respectively, to each positive and negative
word in the sentence.

b. Semantic Orientation (SO) (Hatzivassiloglou and McKeown 1997) score: Semantic
orientation defines the association of a wordwith regard to its positivity and negativity.
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It can be defined as

SO (w ) = PMI (w,pos ) − PMI (w,neд),

where PMI (w,pos ) and PMI (w,neд) are the point-wise mutual information of wordw
in positive and negative reviews, respectively. We compute the SO score of each word
in the context window of size ±5 and take the cumulative SO score as a feature value
for training the system.

(2) English:

a. Bing Liu (Ding et al. 2008) lexicon:We define two features in the same way as we did
with Hindi SentiWordNet.

b. MPQA (Wiebe and Mihalcea 2006) lexicon: We extract two features following the
same approach as above.

c. SentiWordNet (Baccianella et al. 2010): Three features are extracted for every word,
denoting its positivity (posScore), negativity (negScore), and objectivity (1 - [posScore
+ negScore]) score, respectively.

d. Semantic Orientation (SO) (Hatzivassiloglou andMcKeown 1997) score: This feature
is defined in the sameway as mentioned earlier. Only difference is we utilize an English
corpus for calculating SO scores.

An overall schema of the proposed methodology is depicted in Figure 2. Figure 2(a) and (b) show
the training architectures for the cross-lingual and multi-lingual scenarios, respectively. Since our
test datasets for both variants are in Hindi, the testing scenario for cross-lingual and multi-lingual
setups are also the same as represented in Figure 2(c).

3.2.3 Deep Neural Network Architecture. For an effective combination of word embeddings and
extracted features, we try three different architectures as depicted in Figure 3. In the first archi-
tecture (A1, Figure 3(a)), we combine the extracted features with word representations and pass
it through an LSTM network followed by dense and output layers. In the second architecture
(A2, Figure 3(b)), we do not combine features and word representations. Rather, we learn sen-
tence embeddings through an LSTM network and then concatenate it with the extracted features
before feeding it to the dense layer. Finally, in the third architecture (A3, Figure 3(c)), we train
separate LSTMs for the extracted features and word embeddings. Subsequently, we merge their
representations at the dense layer. The choice of separate LSTMs for the hand-crafted features in
architecture A3 is driven by the fact that the dimension of a word embedding is usually very high
as compared to its corresponding hand-crafted features. If trained together, as in architecture A1,
extracted features of low dimension usually get overshadowed by the high-dimensional word em-
beddings, thus making it nontrivial for the network to learn from the extracted features. Further,
to exploit the sequence information of words in a sentence, we pass the hand-crafted features of
each word through a separate LSTM layer. For example, in the following review sentence there are
two positive words (“liking” and “recommending”) and only one negative word (“far”). In a model
that takes into account only the simple polar word score, the sentence would have high relevance
toward the positive sentiment. However, the sequence information of the phrase “far from liking
and recommending” dictates the negative sentiment of the sentence.

“I’m far from liking and recommending this phone to anyone.”

In contrast to A3, architecture A2 does not rely on the sequence information of the extracted fea-
tures and lets the network learn on its own.
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Fig. 2. Proposed schema.

4 EXPERIMENTAL RESULTS

In subsequent subsections, we describe the datasets, experimental setup, and evaluation results
and provide the necessary analysis.

4.1 Datasets

We use an ABSA dataset4 in Hindi that we developed ourselves (Akhtar et al. 2016a) for evaluation
purposes. A total of 5,417 review sentences across 12 domains are present, along with 4,509 aspect
terms. Each aspect term belongs to one of the four classes: positive, negative, neutral, and conflict.
We split the dataset into 70%, 10%, and 20% as training, development, and test data, respectively,
for the experiment.
In the cross-lingual setup, we utilize the English dataset of SemEval-2014 shared task on ABSA

(Pontiki et al. 2014) for training and the Hindi ABSA dataset (Akhtar et al. 2016a) for testing. The

4http://www.iitp.ac.in/∼ai-nlp-ml/resources.html.
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Fig. 3. Neural network architectures.

Table 3. Dataset Statistics: Pos: Positive, Neg: Negative, Neu: Neutral, and Con: Conflict

Datasets
Sentiment

#Aspect Terms #Reviews
#Pos #Neg #Neu #Con

Hindi (Akhtar et al. 2016a) 1,986 569 1,914 40 4,509 5,417

English (Pontiki et al. 2014) 1,328 994 629 61 3,012 3,845

English dataset comprises product reviews in two domains (i.e., restaurant and laptop). However,
we only employ the laptop domain dataset, as most of the reviews in the Hindi ABSA datasets
belong to the electronics domain. For training in a cross-lingual setup, we combine the training
and gold test datasets. In total, there are 3,845 review sentences comprising of 3,012 aspect terms.
Brief statistics of both datasets are presented in Table 3.

4.2 Experiments

We use the Python-based neural network library Keras5 for implementation. For evaluation,
we use the standard F-measure and accuracy for aspect term extraction and aspect sentiment
classification, respectively. We train the network for 100 epochs with the early stopping crite-
ria turned on (i.e., preserving the best learned parameter at each epoch). As an activation func-
tion, we utilize “tanh” at the intermediate layers, while for classification, we use “softmax” at the
output layer. To prevent the network from overfitting, we incorporate an efficient regularization

5http://keras.io.
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Table 4. Aspect Term Extraction in Multi-lingual

Setup: Baseline and Experimental Results

Models F-measure (%)

Baseline (Monolingual WE) 50.03

Bilingual 48.01
Bilingual + Embedding (OOV) 53.40

OOV: Out-of-vocabulary words.

Table 5. Aspect Term Extraction in Cross-lingual

Setup: Baseline and Experimental Results

Models F-measure (%)

Baseline (Monolingual WE) 06.31

Bilingual 25.27
Bilingual + Embedding (OOV) 33.39

OOV: Out-of-vocabulary words.

technique called Dropout (Srivastava et al. 2014). At each layer of training, dropout skips a few
neurons randomly. We fix the dropout rate at 45% during training, while for optimization we use
the Adam optimizer (Kingma and Ba 2014).

4.2.1 Aspect Term Extraction. Experimental results for aspect term extraction in the multi-
lingual setup are reported in Table 4. The first row represents an LSTM-based baseline system that
utilizes monolingual word embeddings (i.e., an SGNS model trained only on 7.2M Amazon review
translated Hindi sentences) for the predictions. The next two rows represent usage of bilingual
word embeddings. The difference between the second row (48.01%) and baseline system (50.03%)
of Table 4 is the usage of bilingual embeddings in place of monolingual embeddings. We observe
a performance loss of approximately 2 percentage points with bilingual embeddings. However,
when OOV words are translated and corresponding word embeddings are computed, the same
LSTM network produces an F-measure of 53.4%, thus yielding a performance increase of approxi-
mately 5.4 points. This improvement evidences that the richness of target language (English) word
embeddings helps the system to efficiently solve the problems encountered in the resource-poor
source language. Finally, we introduce the extracted features of Section 3.2.1 to the network. How-
ever, performance of the system does not improve. A possible reason for such result would be
the presence of a high-dimensional sparse feature vector (i.e., one-hot encoding for IndoWordNet
synset).
The results of aspect term extraction in the cross-lingual setup, where we train the network uti-

lizing the English dataset (Pontiki et al. 2014) and evaluate the model on the Hindi dataset (Akhtar
et al. 2016a), are reported in Table 5. The baseline model in Table 5 employs monolingual word
embeddings of English and Hindi for training and testing, respectively. Since the vector space of
the two difflanguages is completely unrelated, it is no surprise that the baseline system achieves a
mere 06.31% F-measure. Using only the bilingual word embeddings, the system achieves a 25.27%
F-measure. By increasing the coverage of input word embeddings using machine translation,
the proposed system obtains an increased F-measure of 33.39%. This improvement in F-measure
justifies the use of translated words for obtaining word embeddings. Similar to the multi-lingual
case, augmenting handcrafted features does not have good effect on overall system performance.
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Table 6. Aspect Classification in Multi-lingual Setup: Baseline

and Experimental Results

Models Accuracy (%)

Baseline (Monolingual WE) 63.64

Bilingual WE 62.51
Bilingual WE + Embedding (OOV) 64.83

Bilingual WE + Embedding (OOV) + Features (Hin)
A1 71.52
A2 71.58
A3 73.50

Bilingual WE + Embedding (OOV) + Features (Eng)
A1 71.32
A2 73.50
A3 76.29

A1: Word embeddings and extracted feature are combined and fed into single LSTM network. A2:

Extracted features are directly merged with LSTM output. A3: One LSTM network each for word

embeddings and extracted features. OOV: Out-of-vocabulary words.

4.2.2 Aspect Sentiment Classification. In Table 6, we report the results for aspect sentiment
classification in the multi-lingual setup. Similar to the aspect extraction task, monolingual word
embeddings (63.64%) work better than bilingual word embeddings (62.51%). However, after ad-
dressing the problem of data sparsity, the performance of the system improves to 64.83%. Thus,
it establishes the effectiveness of our proposed approach in addressing the data sparsity prob-
lem where resource-rich target language (i.e., English) word embeddings come to the rescue of
resource-poor languages by minimizing the problem to a greater extent.
Further, we utilize in-language lexicons (SentiWordNet for Indian languages and Semantic score)

to see the effect of hand-crafted features. As already mentioned, we experiment with three ar-
chitectures (i.e., A1, A2, A3) for both multi-lingual and cross-lingual setups: A1: we concatenate
resultant word embeddings with the extracted features and learn a single LSTM network for the
prediction; A2: we concatenate the LSTM learned sentence embeddings with the extracted fea-
tures at the dense layer for classification; and A3: we train two LSTM networks separately, one
each for word embeddings and extracted features, and then merge the learned features together
for classification.
First architecture (A1) reports an achieved accuracy of 71.52% while the second (A2) and third

architectures (A3) obtain accuracies of 71.58% and 73.50%, respectively. Since the number of lex-
icons in Hindi are limited, we try to leverage the relatively high-quality lexicons of English in
our system. Similar to the previous case, we experiment with all three architectures. We obtain
accuracies of 71.32%, 73.50%, and 76.29% for A1, A2, and A3, respectively.
Table 7 reports the experimental results for aspect classification in cross-lingual setup. Similar to

the aspect term extraction cross-lingual setup, the baseline model reports a mere 16.29% accuracy
by utilizing monolingual word embeddings of English and Hindi for training and testing, respec-
tively. However, the system achieves an accuracy of 48.94% when we introduce bilingual word
embeddings. With the increased word embedding coverage (i.e., after OOV translation), the pro-
posed system reports an increased accuracy of 50.79%. Furthermore, with the inclusion of target-
side lexicon-based features our proposed system reports a significant performance improvement
of approximately 6–10 points for all the three architectures.
We observe three phenomena from these results: (i) qualitative lexicons of a resource-rich lan-

guage can assist in solving the problems of a resource-poor language; (ii) use of lexicon-based
features is the driving force for predicting sentiment in aspect classification task; and (iii) use of
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Table 7. Aspect Classification in Cross-lingual Setup: Baseline

and Experimental Results

Models Accuracy (%)

Baseline (Monolingual WE) 16.29

Bilingual WE 48.94
Bilingual WE + Embedding (OOV) 50.79

Bilingual WE + Embedding (OOV) + Features (Eng)
A1 56.68
A2 56.90
A3 60.39

A1: Word Embeddings and Extracted Feature are Combined and Fed into Single LSTM Network.

A2: Extracted features are directly merged with LSTM output. A3: One LSTM network each for

word embeddings and extracted features. OOV: Out-of-vocabulary words.

Table 8. Aspect Term Extraction in Multi-lingual Setup: Comparative Systems

Models Description F-measure (%)

Baseline (Monolingual WE) 50.03

System (Akhtar et al. 2016a)
Features - CRF (3 class i.e. B_ASP, I_ASP & O) 41.07
Features - CRF (2 class i.e. I_ASP & O) 43.07

Proposed Bilingual WE + Embedding (OOV) - LSTM 53.40

Table 9. Aspect Term Extraction in Cross-lingual Setup: Comparative Systems

Models Description F-measure (%)

Baseline (Monolingual WE) 06.31
Proposed Bilingual WE + Embedding (OOV) - LSTM 33.39

Baseline (Monolingual WE)⇒: Trained on english monolingual WE and Evaluated on Hindi monolingual WE.

separate LSTMs (one for word embeddings and the other for features) helps the network to effi-
ciently extract relevant features for prediction without interfering with each other.

4.3 Comparative Analysis

We present the comparative results in Tables 8, 9, 10, and 11. We observe that our proposed system
clearly outperforms the baseline model in both aspect term extraction and sentiment classification.
We further compare our system with existing state-of-the-art systems to establish the success

of our approach. For aspect term extraction in multi-lingual setup (Table 8), we compare our pro-
posed approach with Akhtar et al. (2016a), which is a feature-driven CRF-based model. In our
previous system (Akhtar et al. 2016a), we obtained an F-measure value of 41.07% utilizing various
lexical and syntactic features, while our current proposed system yields an F-measure of 53.4%, an
improvement of more than 12 points.
We do not compare our system for aspect term extraction in a cross-lingual setup as we are not

aware of any state-of-the-art system concerning language pairs. However, as depicted in Table 9,
our proposed system performs better than the baseline system, with an improvement of more than
25 points, which clearly shows the effectiveness of bilingual word embeddings.
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Table 10. Aspect Classification in Multi-lingual Setup: Comparison

with the Baseline and State-of-the-art Methods

Models Description Accuracy (%)

Baseline (Monolingual WE) 63.64
System (Akhtar et al. 2016a) Feature - SVM 54.05
System (Akhtar et al. 2016b) Monolingual WE + Lexicons - CNN 65.96
System (Singhal and
Bhattacharyya 2016)

Translate (All words) + Monolingual WE +
Lexicon - CNN

68.31

Proposed system Bilingual WE + Embedding (OOV) +

Lexicons - LSTM

76.29

Table 11. Aspect Classification in Cross-lingual Setup: Comparison

with the Baseline and State-of-the-art Methods

Models Description Accuracy (%)

Baseline (Monolingual WE) 16.29
System (Barnes et al. 2016) Bilingual WE - SMO 39.47
System (Singhal and
Bhattacharyya 2016)

Translate (All words) + Monolingual WE +
Lexicon - CNN

56.22

Proposed system Bilingual WE + Embedding (OOV) +

Lexicons - LSTM

60.39

Baseline (Monolingual WE)⇒: Trained on English monolingual WE and evaluated on Hindi monolingual WE.

In the multi-lingual setup for aspect classification task, we compare the proposed model against
three state-of-the-art systems (Akhtar et al. 2016a, 2016b; Singhal and Bhattacharyya 2016). In our
earlier attempt (Akhtar et al. 2016a), we developed a feature-based SVM system for aspect clas-
sification and obtained an accuracy of 54.05%. Application of CNN-based sentiment classification
was reported in both (Akhtar et al. 2016b) and in Singhal and Bhattacharyya (2016). Our previous
system (Akhtar et al. 2016b) is a monolingual approach which learns from the in-language word
embeddings and optimized set of features, while the system in Singhal and Bhattacharyya (2016)
is a multilingual approach and tries to leverage the resources of a resource-rich language. An ac-
curacy of 65.96% was reported in Akhtar et al. (2016b), while the system reported in Singhal and
Bhattacharyya (2016) obtained an accuracy value of 68.31%. However, in our currently proposed
system, we achieve an accuracy of 76.29%, which is approximately 10% and 8% higher compared
to the other systems (Akhtar et al. (2016b) and Singhal and Bhattacharyya (2016)), respectively.

For the cross-lingual setup, we compare our proposed method with the state-of-the-art system
proposed in Barnes et al. (2016) and Singhal and Bhattacharyya (2016). Barnes et al. (2016) used
bilingual word embeddings to train a Sequential Minimization Optimization (SMO) classifier. On
the same dataset, their systems reportedly achieved accuracies of 39.47% and 56.22% as compared
to 60.39% for our proposed system.
Statistical significance tests (T-test) show that performance improvements in the proposedmodel

are statistically significant (95% confidence level) with p-value = 0.03786 and p-value = 0.01361 in
multi-lingual and cross-lingual setups for sentiment classification problem, respectively. Similarly,
for aspect term extraction, the obtained results are significant, with p-value = 0.04451 and p-value
= 0.03166 for multi-lingual and cross-lingual setups, respectively.
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Table 12. Performance of the Proposed System with Different Bilingual/Cross-lingual Embeddings

Embeddings E1: Utilizes aligned parallel corpus (Luong et al. 2015); E2: Utilizes canonical correlation analysis (Faruqui

and Dyer 2014) and E3: Utilizes aligned-documents (Vulić and Moens 2015).

4.4 Comparison with Other Bilingual/Cross-lingual Embeddings

In this subsection, we present the comparative analysis of our proposed method utilizing other
bilingual/cross-lingual embeddings. For the analysis we employ three different techniques to com-
pute the bilingual/cross-lingual embeddings (i.e., embeddings E1 (Luong et al. 2015), E2 (Faruqui
and Dyer 2014), and E3 (Vulić and Moens 2015)). Embedding E1 (Luong et al. 2015) (c.f. description
in Section 3.1) employs a parallel corpus and alignment information for computing embedding
model. If a wordWS is aligned to wordWT , then the context information CT of target wordWT

is also used as context of the source word WS along with its own context information CS for
computing word vectors. By utilizing the context information of both source and target sides, re-
sultant word embeddings ofWS andWT are made semantically closer to each other in the vector
space. In comparison, embedding E2 (Faruqui and Dyer 2014) requires two monolingual (Lan-
guages L1 & L2) embeddings and a dictionary containing L1↔L2 mapping. Utilizing the mapping
information, it performs Canonical Correlation Analysis (CCA) on two embeddings and projects
these into a shared vector space where they are maximally correlated. Embedding E3 (Vulić and
Moens 2015) is an SGNS model computed on aligned documents. It merges the aligned documents
together before removing the sentence marker from the merged documents and then performs
random shuffling. Finally, an SGNS model is trained on the shuffled data to compute cross-lingual
embeddings.
We present the comparative analysis of our proposed method utilizing other bilingual/cross-

lingual embeddings in Table 12. Results for the cross-lingual scenario suggest that all three em-
beddings are quite competitive with each other; however, in a multi-lingual scenario, embedding
E1 reports better performance in almost all cases. It should be noted that our main objective in
this work is to reduce the effect of data sparsity, and we observe from the reported results in Ta-
ble 12 that all three different embeddings validate our hypothesis (c.f. Rows 1 and 2 of Table 12(a)
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Table 13. Comparative Analysis of Monolingual Embeddings and Bilingual Embeddings

for Aspect Classification in Multi-lingual Setup

Models

Bilingual

Models

Monolingual

Size = 7.2M Size = 7.2M Size = 53M

Bilingual 62.51 Monolingual 63.64 68.74
Bilingual + Embedding
(OOV)

64.83

Bilingual + Embedding
(OOV) + Features (Eng)

76.29 Monolingual +
Features (Eng)

70.86 77.74

and Table 12(b)) in each of the problem-scenario pairs (i.e., aspect-term extraction (multi-lingual &
cross-lingual) and sentiment classification (multi-lingual & cross-lingual)). This suggests that han-
dling OOV words in a better way can produce better performance as well.

4.5 Comparison with Regard to Varying Corpus Size for Bilingual

Word Embedding Computation

As stated earlier, our prime motivation for this work is to minimize the effect of data sparsitywhile
learning through any deep neural network architecture. For this, we propose to use bilingual em-
beddings computed from a parallel corpus (approximately 7.2M English-Hindi parallel sentences),
which is created utilizing an SMT system. Since the SMT system is not fully accurate, some errors
are introduced while translating. Also, 7.2M is not a considerably large number in terms of word
embedding computation. However, the underlyingmethod performs considerably better compared
to state-of-the-art systems, even with all these limitations.
To show the effectiveness of bilingual embeddings in minimizing data sparsity, we also experi-

ment with monolingual Hindi embeddings computed on 53M sentences. Following the proposed
approach (except computing embeddings for OOV words), we obtain an accuracy of 77.74% for
the aspect classification task. Table 13 shows a comparison of monolingual and multi-lingual ap-
proaches for classification. Despite the limitations discussed above (i.e., SMT error and corpus size),
the proposed method with bilingual embeddings (76.29%) performs considerably at par against the
monolingual embeddings created from a very large corpus of 53M (77.74%). However, the mono-
lingual WE computed using the same amount of corpus (i.e., 7.2M sentences) produces an accu-
racy of only 63.64%. Furthermore, with the help of lexicon-based features, accuracy of this system
increases to 70.86% (compared to 76.29% in our proposedmodel). It can also be observed that system
performance is improved by just including representations of the OOVwords. The performance of
the proposed system would have been much better without the previously mentioned limitations.

4.6 Error Analysis

We performed detailed error analysis on the results that we obtained.

4.6.1 Aspect Term Extraction. Confusion matrices for multi-lingual and cross lingual setups are
depicted in Table 14(a) and 14(b), respectively. We observe that the precision of the I-ASP class of
multi-lingual (61.2%) and cross-lingual (32.65%) is the main difference between the two setups. In a
cross-lingual scenario, our system incorrectly predicts the I-ASP class more than twice the number
of correct predictions. We also preform qualitative analysis of the predictions as presented next.
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Table 14. Aspect Term Extraction: Confusion Matrix

(1) Presence of preposition: We observe that presence of a preposition within an aspect
term makes it challenging for the proposed system to make a correct identification of

aspect terms. For example, in the following review “ |iMsTAleshana” (instal-

lation), “ |yUjara iMTaraFesa” (user interface), and “ |AvAZ
kA stara” (level of voice) are the aspect terms. Our proposed system correctly tags

“ |iMsTAleshana” (installation) and “ |yUjara iMTaraFesa” (user in-
terface) as aspect terms. However, for “ |AvAZ kA stara” (level of voice),
it predicts “ |AvAZ” (voice) as an aspect term but fails to tag the next two tokens
“ |kA” (of) and “ |stara” (level), possibly due to the presence of a preposition “ |kA”
(of).

Devanagari:

Transliteration: isakI visheShatAoM meM AsAna iMsTAleshana, sAF sutharA yUjara
iMTaraFesa, aura achChI AvAZ kA stara shAmila haiM.
Translation: Its features include easy installation, clean user interface, and good level of
voice.

4.6.2 Aspect Sentiment Classification. Quantitatively, neutral is the most problematic class in
both multi-lingual and cross-lingual setups. It mainly confuses with positive class. Approximately,
20% and 40% of the neutral instances are tagged as positive, respectively, in multi-lingual and cross-
lingual setups. In comparison, false positives of neutral with regard to positive also account for
approximately 20% in both the setups. Our system does not predict the conflict class at all, possi-
bly due to the insufficient number of training instances. To improve the performance of conflict
class, we also perform conflict-vs-all training by balancing the two classes (i.e., conflict and others).
However, only 1 conflict instance is correctly identified with a F-measure value of 1.2%. Table 15
and Table 16 depict the confusion matrices for multi-lingual and cross-lingual setups, respectively.
Qualitatively, the following are the few problematic cases where our system continuously per-

forms below par.
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Table 15. Aspect Classification in Multi-lingual Setup:

Confusion Matrix

Table 16. Aspect Classification in Cross-lingual Setup:

Confusion Matrix

(1) Lack of polar information inside context. Our system finds it challenging to clas-
sify the sentiment of those aspect terms whose polar information lies outside the context
window. In the following sentence, the aspect term is “ |weight” and the actual sen-

timent toward it is positive. The polar information “ |about half as
compared” and “ |lighter” are far from the aspect term, hence, not captured within
the context window.
Devanagari:

Transliteration: isakA vaZana nae AIpaiDa kI tulanA meM lagabhaga AdhA hai aura
yaha anya upalabdha 7-iMcha TebaleTsa se bhI halkA hai.
Translation: Its weight is about half as compared to the new iPad and it is lighter than
other available 7-inch tablets.

(2) Implicit sentiment: The presence of implicit sentiment is not correctly classified in our
proposed system. The following review contains “ |built” as an aspect term and its
negative sentiment is derived from the phrase “ |plastic feel.”
Devanagari:

Transliteration: isa TebaleTa kI banAvaTa kAphI plAsTika phIla detA hai.
Translation: The built of this tablet gives a fairly plastic feel.

5 CONCLUSION

ABSA in resource-poor languages (e.g., Hindi) is not muchmatured in comparison to resource-rich
languages such as English due to a lack of sufficient resources. In our study, we proposed a novel
approach to increase the footprint of word representations for two subtasks of ABSA (i.e., aspect
term extraction [opinion target extraction] and aspect sentiment classification). Specifically, we
addressed the representation of OOV words using bilingual word embeddings. Evaluation results
suggest that the handling of OOV words in a systematic manner offers improvement over the
baselines and various state-of-the-art systems in two different setups, cross-lingual and multi-
lingual.
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Finally, we conclude with the following observations: (i) A systematic approach to leverage the
qualitative resources of the resource-rich language can indeed improve the performance of the
system in resource-constrained language; (ii) our results verify that the driving force for a senti-
ment analyzer are the sentiment lexicons; (iii) the sequence of hand-crafted word-level features
can be better learned through a separate LSTM rather than just concatenation; and (iv) late fusion
of hand-crafted features in the neural network is comparatively better than early fusion. Our fu-
ture work focuses on evaluating the proposed approach with other languages and investigating
methods for exploiting the benefits of DL as well as traditional supervised methods for ABSA.
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