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Abstract. Legal court judgements have multiple participants (e.g. judge,
complainant, petitioner, lawyer, etc.). They may be referred to in mul-
tiple ways, e.g., the same person may be referred as lawyer, counsel,
learned counsel, advocate, as well as his/her proper name. For any anal-
ysis of legal texts, it is important to resolve such multiple mentions which
are coreferences of the same participant. In this paper, we propose a su-
pervised approach to this challenging task. To avoid human annotation
efforts for Legal domain data, we exploit ACE 2005 dataset by map-
ping its entities to participants in Legal domain. We use basic Transfer
Learning paradigm by training classification models on general purpose
text (news in ACE 2005 data) and applying them to Legal domain text.
We evaluate our approach on a sample annotated test dataset in Legal
domain and demonstrate that it outperforms state-of-the-art baselines.

Keywords: Legal Text Mining, Coreference Resolution, Supervised Ma-
chine Learning

1 Introduction

The legal domain is a rich source of large document repositories such as court
judgements, contracts, agreements, legal certificates, declarations, affidavits, mem-
oranda, statutory texts and so forth. As an example, the FIRE legal corpus1 con-
tains around 50,000 Supreme Court Judgements and around 80,000 High Courts
judgements in India. Legal documents have some special characteristics, such as
long and complex sentences, presence of various types of legal argumentation,
and use of legal terminology. Legal document repositories are used for many
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2 Gupta et al.

purposes, such as retrieving facts [18], [17], case summarization [23], precedence
identification [8], identification of similar cases [9], extracting legal argumenta-
tion [12], case citation analysis [24] etc. Several commercial products, such as
eBrevia, Kira, LegalSifter, and Luminance provide such services to lawyers.

A basic step in information extraction from legal documents is the extrac-
tion of various participants involved, say, in a court judgement. We define a
participant as an entity of type person (PER), location (LOC), or organiza-
tion (ORG). Typically, a participant initiates some specific action, or under-
goes a change in some property or state due to action of another participant.
Participants of type PER can be appellants, respondents, witness, police of-
ficials, lawyers, judge etc. Often organizations and locations play important
roles in legal documents, and hence we include them as participants. For ex-
ample, in "...an industrial dispute was raised by the appellant, which was

referred by the Central Government to the Industrial Tribunal ...", the two
organizations mentioned ("the Central Government", "the Industrial Tribunal")

are participants.

Table 1. Sample text fragment from a court judgement. All the mentions of ith par-
ticipant are coreferences of each other and are marked with Pi.

[The respondent, Selvamuthukani]P1 is [the original complainant]P1.

[The complainant]P1 alleged that [she]P1 was married to [Mr. Kannan,

the accused]P2 on 16.6.1980 . According to [Mr. Singh, counsel for the

complainant]P3, during the subsistence of [her]P1 marriage with [the

accused]P2 , [he]P2 married again with [K. Palaniammal]P4.

The same participant is often mentioned in many different ways in a docu-
ment; e.g., a participant Mr. Kannan may be variously referred to as the accused,

he, her husband etc. All such mentions of a single participant are coreferences
of each other. Grouping all mentions of the same participant together is the task
of coreference resolution. Many legal application systems provide an interactive,
dialogue-based interface to users. Information extracted from legal documents,
particularly about various participants and coreferences among them, is cru-
cial to understand utterances in such dialogues; e.g., What are the names of the

accused and his wife? in Table 1. In practice, we often find that a standard off-
the-shelf coreference resolution tool fails to correctly identify all mentions of an
participant, particularly on legal text [20]. Typically, a mention is not linked to
the correct participant (e.g. Stanford CoreNLP 3.7.0 Coreference toolkit does not
link Selvamuthukani and The complainant), or a mention is undetected (e.g. the
accused is not detected as a mention) and hence, not linked to any participant.
Nominal mentions consisting of generic NPs2 (e.g., complainant, prosecution

witness) are often not detected at all as participants or they are detected as
participants but not linked to the correct participant mention(s).

2 Noun Phrases with common noun as headword
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We define basic mention of a participant to be a sequence of proper nouns
(e.g., K. Palaniammal, Mr. Kannan), a pronoun (e.g., he, her) or a generic NP
(e.g., the complainant). A basic mention can be either dependent or indepen-
dent. A basic mention is said to be dependent if its governor in the dependency
parse tree is itself a participant mention; otherwise it is called as independent
mention. An independent mention can be basic (if it does not have any depen-
dent mentions); otherwise a composite mention is created for it by recursively
merging all its dependent mentions. For example, Mr. Singh, counsel for the

complainant contains three basic participant mentions: Mr. Singh, counsel and
the complainant. Here, only Mr. Singh is an independent mention and others are
dependent mentions. The corresponding composite mention is created as Mr. Singh,

counsel for the complainant.
In this paper, we focus on coreference resolution restricted to participants which

consists of following steps: (i) identify basic participant mentions; (ii) merge depen-
dent mentions into corresponding independent participant mentions to create compos-
ite mentions; and (iii) group together all independent participant mentions which are
coreferences of each other. For step (i), we use a supervised approach, in which we
train a classifier on a well-known labelled corpus (ACE 2005 [22]) of general docu-
ments to identify participants. We then use the learned model to identify participant
mentions in legal documents. Then we have developed a rule-based system to perform
step (ii). Finally, for step (iii) we use supervised classifier (such as Random Forest,
SVM) . We evaluate our approach on a corpus of legal documents (court judgements)
manually labelled with participant mentions and their coreference groups. We empir-
ically demonstrate that our approach performs better than state-of-the-art baselines,
including well-known coreference tools, on this corpus.

2 Related Work

The problem of coreference resolution specifically for Legal domain has received rel-
atively limited attention in literature. The literature broadly categorized into two
streams. One focuses on anaphora resolution [2] and the other addresses the problem
of Named Entity Linking. Anaphora Resolution is a sub-task of Coreference Resolution
where the focus is to find an appropriate antecedent noun phrase for each pronoun. The
task of Named Entity linking [7, 4, 5] focuses on linking the names of persons / orga-
nizations and Legal concepts to corresponding entries in some external database (e.g.
Wikipedia, Yago). In comparison, our approach focuses on grouping all the corefering
mentions together including generic NPs.

Even in the general domain, the problem of coreference resolution remains an open
and challenging problem [13]. Recently, Peng et al. [14, 15] have proposed the notion
of Predicate Schemas and used Integer Linear Programming for coreference resolution.
In terms of problem definition and scope, our work is closest to them as they also focus
on all three types of mentions, i.e. named entities, pronouns and generic NPs.

3 Our Approach

We propose to use supervised machine learning approach to identify and link partici-
pant mentions in court judgements. Since there is lack of labeled training data in legal
domain for this task, we map the entity mentions and coreference annotations in the
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ACE 2005 dataset to suit our requirement. Table 2 gives overview of the proposed
approach. Unlike a corpus annotated for traditional NER task, ACE 2005 dataset la-
bels mentions of all 3 types which are of our interest in this paper, viz. proper nouns,
pronouns and generic NPs. Hence, we found that ACE dataset can be adapted easily
for this task with minor transformations.

The specific transformations required to ACE dataset are as follows – ACE provides
annotations for 7 entity types: PER (person), ORG (organization), LOC (location),
GPE (geo-political entity), FAC (facility), WEA (weapon) and VEH (vehicle). As our
definition of participant only includes mentions of type PER, ORG and LOC, we ignore
the mentions labelled with WEA and VEH. Also we treat LOC, GPE and FAC as a
single LOC entity type. Moreover, we define basic participant mentions to be base
NPs whereas ACE mentions need not be base NPs; e.g., for the base NP the former

White House spokesman, ACE would annotate two different mentions: White House

as ORG and spokesman as PER. However, we note that spokesman is the headword of
this NP and other constituents of the NP (such as the, White House) are modifiers of
this headword. So we expand this mention as a single basic participant mention of type
PER. We converted the original ACE mention and coreference annotations accordingly.

Table 2. Overview of our approach

– Phase-I: Training
Input: D : ACE 2005 corpus
Output: CM : mention detector, CP : pair-wise coreference classifier

T.1) Train CM on D using CRF to detect participant mentions from a text.
T.2) Train CP on D using a supervised classification algorithm to predict whether

participant mentions within a pair are coreferents.
– Phase-II: Application

Input: d : test document, CM : mention detector, CP : pair-wise coreference
classifier
Output: G = {g1, g2, . . . , gk} : a set of coreference groups in d

A.1) Let M be the set of entity mentions in d detected using CM .
A.2) For each independent mention mi ∈ M

merge its all dependent mentions recursively and remove them from M.
A.3) For each candidate pair of mentions < mi,mj > in M

use CP to classify whether mi and mj are coreferences of each other.
A.4) Let G be the partition of M such that each gi ∈ G represents a group of

coreferent mentions through transitive closure.

The three major steps in our approach are explained below in detail.

3.1 Identifying basic mentions of participants (T.1/A.1 in Table 2)

We model the problem of identifying basic mentions of participants as a sequence
labeling problem. Here, similar to traditional Named Entity Recognition (NER) task,
each word gets an appropriate label as per BIO encoding (Begin-Inside-Outside coding
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scheme used in NER). But unlike NER, we are also interested in identifying mentions
in the form of pronouns and generic NPs. We employ Conditional Random Fields3

(CRF) [10] for the sequence labeling task. Various features used for training the CRF
model are described in Table 3.

Table 3. Features used by CRF for detecting basic mentions of participants

Feature
Type

Details

Lexical Word itself; lemma of the word; next and previous words
POS Part-of-speech tags of the word as well as its previous and next words
Syntactic Dependency parent of the word; Dependency relation with the parent
NER Entity type assigned by the Stanford CoreNLP NER tagger
WordNet WordNet hypernym type feature, derived from the hypernym tree, which

can take one of {PER,ORG,LOC,NONE} (e.g., for complainant, we
get the synset (person, individual, someone, . . .), which is one of the
pre-defined synsets indicating PER, as an ancestor in the hypernym tree.
For each participant type, we have identified such pre-defined synsets.)

3.2 Identifying independent participant mentions (A.2 in Table 2)

Our notion of independent mentions is syntactic, i.e. derived from the dependency parse
tree. A basic participant mention is said to be independent if its dependency parent
(with dependency relation type nmod or appos) is not a basic participant mention
itself, otherwise it is said to be a dependent mention. In this stage, we merge all the
dependent participant mentions (predicted in the previous step) recursively with their
parents until only independent mentions remain.

3.3 Classifying mention pairs (T.2/A.3 in Table 2)

We model the coreference resolution problem as a binary classification task where each
mention pair is considered as a positive instance iff the mentions are coreferences of
each other. To generate candidate mention pairs, we consider threshold of 5 sentences.
For this classifier, we derived 36 features using the dependency and constituency parse
trees. The detailed description of the features is given in Table 4. Some of these features
are based on the traditional mention-pair models in the literature [13, 6, 1, 19]. We have
added some more features like: whether both the mentions are connected through a
copula verb, whether both the mentions appear in conjunction, etc.

A binary classifier model is trained on the ACE dataset (T.2 in Table 2) and
this model is used to classify candidate mention pairs (using the predicted participant
mentions from A.2) in legal dataset (A.3 in Table 2). Here we have used transfer learning
by training a model on ACE dataset and testing it on Legal dataset. We explored four
different classifiers: Random Forest, SVM, Decision Trees, and Naive Bayes Classifier.

3 We used CRF++ (https://taku910.github.io/crfpp/)
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Table 4. Feature types used by the mention pair classification

Real-valued feature types:

(i) String similarity between the two mentions in terms of Levenshtein distance; (ii) No.
of sentences / words / other mentions between the two mentions; (iii) Difference be-
tween the lengths of the mentions; (iv) Cosine similarity between word vectors (Google
News word2vec embeddings) of head words of the mentions

Binary feature types:

(i) Whether both the mentions have same gender / number / participant type / POS
tag; (ii) Whether both the mentions are in the same sentence; (iii) Whether any other
mention is present in between; (iv) Whether both the mentions indefinite or definite;
(v) Whether first / second mention is indefinite; (vi) Whether first / second mention
is definite; (vii) Whether both the mentions are connected through a copula; (viii)
Whether both the mentions appear in conjunction; (ix) Whether both the mentions
are nominal subjects of some verbs; (x) Whether only the first or second mention is
nominal subject of some verb; (xi) Whether both the mentions are direct objects of some
verbs; (xii) Whether only the first or second mention is direct object of some verb; (xiii)
Whether one mention is nominal subject and other is direct object of a same verb; (xiv)
Whether both the mentions are pronouns; (xv) Whether only first or second mention
is pronoun; (xvi) Whether first or second mention occurs at the start of a sentence

3.4 Clustering similar mentions (A.4 in Table 2)

To create the final coreference groups, we need to cluster the mentions using the output
of classifier in step A.3. This is necessary because the pair-wise classification output in
A.3 may violate the desired transitivity property [13] for a coreference group. We use
clustering strategy similar to single-linkage clustering. We take the coreference mention
pair classifier output as input to clustering system and process each Court Judgement
output from coreference mention pair one by one. We select the mention pairs which are
positive predicted examples from the input. These are called coreference pairs. These
coreference pairs are used to create the coreference group as follows:

1. Select the coreference pairs one by one, check if they are present in the already
created coreference groups.

2. If both are not present in any of the coreference groups, then create the new group
by adding the both mentions from the mention pair.

3. If one is present in any of the already created coreference groups, add the second
mention from the mention pair into that coreference group.

4. If both are present in any of the already created coreference group, do not add
them into any coreference group.

5. Once all the mention pairs from a document are processed. We merge the discon-
nected coreference groups as follows :

(a) Take the pair of coreference groups and check whether they are disjoint.

(b) If they are disjoint, keep them as separate coreference groups.

(c) If they are not disjoint, then merge those two coreference groups into single
coreference group.
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4 Experimental Analysis

We evaluate our approach on 14 court judgements: 12 judgements from The Supreme
Court of India and 2 judgements from The Delhi High Court in the FIRE legal judge-
ment corpus. On an average, a judgement contains around 45 sentences and 25 distinct
participants. We manually annotated these judgements by identifying all the indepen-
dent participant mentions and grouping them to create coreference groups.
Baselines: B1 is a standard baseline approach which uses Stanford CoreNLP toolkit.
Here, basic participant mentions are identified as a union of the named entities (of
type PER, ORG and LOC) extracted by the Stanford NER and the mentions ex-
tracted by the Stanford Coreference Resolution. Dependent mentions are merged with
corresponding independent mentions by using the same rules as described in the step
A.2 in Table 2. Final groups of coreferant participant mentions are then obtained by
using coreference groups predicted by the Stanford Coreference toolkit. B2 is the state-
of-the-art coreference resolution system based on Peng et al. [14, 15]. Unlike B1 and B2,
our approach focuses on identifying coreferences only among the participant mentions
and not ALL mentions. Hence, we discard non-participant mentions and coreference
groups consisting solely of non-participant mentions from the predictions of B1 & B2.
Evaluation: We evaluate the performance of all the approaches at two levels: all inde-
pendent participant mentions and clusters of corefering participant mentions. We use
the standard F1 metric to measure performance of participant mention detection. For
evaluating coreferences among the predicted participant mentions, we used the stan-
dard evaluation metrics [16], MUC [21], BCUB [3], Entity-based CEAF (CEAFe) [11]
and their average. Table 5 shows the relative performance of our approach compared to
the two baselines. Out of multiple classifiers Random Forest (RF) with Gini impurity
as splitting criteria and 5000 trees provides the best result.

Table 5. Experimental results (RF: Random Forest, SVM: Support Vector Machines,
DT: Decision Tree, NBC: Naive Bayes Classifier)

Algorithm Participant Canonical mentions
mention MUC BCUB CEAFe Avg.

P R F P R F P R F P R F F

B1 63.1 43.4 50.3 64.4 40.31 48.3 45.5 26.3 31.9 22.1 22.0 21.7 34.0

B2 64.5 41.1 46.5 62.0 31.4 38.0 52.8 20.1 25.3 24.8 28.9 25.0 29.4

RF

69.8 70.7 70.2

59.5 52.4 55.1 66.0 53.9 58.1 35.3 42.1 37.7 50.3
SVM 59.3 45.1 50.7 68.9 45.8 53.7 32.5 47.4 37.9 47.4
DT 54.8 69.5 60.6 31.4 74.1 42.4 30.6 16.9 21.0 41.3

NBC 54.6 50.5 52.1 57.0 51.8 53.0 34.1 38.4 35.5 46.9

5 Conclusion

This paper demonstrates that off-the-shelf coreference resolution does not perform
well on domain-specific documents, in particular on legal documents. We demonstrate
that using domain and application specific characteristics, it is possible to improve
performance of coreference resolution. Identifying participant mentions and grouping
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their coreferents together is a challenging task in Legal text mining and Legal dialogue
systems. We proposed a supervised approach for addressing this challenging task. We
adapted ACE 2005 dataset by mapping its entities to participants in Legal domain.
We showed that the approach outperforms the state-of-the-art baselines. In future, we
plan to employ advanced transfer learning techniques to improve performance.
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