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Method PSNR↑ SSIM↑ LPIPS↓

SelfRecon [3] (CVPR 2022) 26.38 0.878 0.142

HumanNeRF [4] (CVPR 2022) 27.64 0.883 0.114

Ours 28.66 0.897 0.090
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