CS 408 Planar Graphs Abhiram Ranade

A graph is planar if it can be drawn in the plane without edges cross-
ing. More formally, a graph is planar if it has an embedding in the plane,
in which each vertex is mapped to a distinct point P(v), and edge (u,v) to
simple curves connecting P(u), P(v), such that curves intersect only at their
endpoints. Examples of planar graphs: P,, Trees, Cycles, X-tree, K. Ex-
amples of non-planar graphs: @), for n;3, K5, K33, the complete bipartite
graph which each partition having 3 vertices.

An important notion for planar graphs is that of a Face: which is simply a
region of the plane bounded by edges of the graph. The outer infinite region
is also considered a face.

Planar graphs are important for several reasons. First, they are very
closely linked to the early history of graph theory. Second, in the mechan-
ical analysis of two dimensional structures, the structures get partitioned
and these partitions can be represented using planar graphs. Planar graphs
are also interesting because they are a large class of graphs having small
separators.

After studying some basic notions, we will study the colouring and sepa-
ration of planar graphs.

1 Euler’s Formula
One of the earliest results in Graph Theory is Euler’s formula.

Theorem 1 (Euler’s Formula) If a finite, connected, planar graph is drawn
in the plane without any edge intersections, and v is the number of vertices,
e is the number of edges and f is the number of faces, then v+ f =e+ 2

Proof: Let us generalize it to allow multiple connected components c. In
that case the formula becomes v + f = e+ ¢+ 1. The proof is by induction
over e. If e =0, we have v = ¢, f = 1, and the theorem holds.

Suppose we remove an edge: (1) either the number of faces reduces by 1,
or (2) number of components increases by 1. In each case, if the formula is



true for the new graph, it is true for the old one. |

Planar graphs are sparse.

Corollary 1 In a finite, connected, simple, planar graph, e < 3v—6 if v > 3.
If the graph is also bipartite, then e < 2v — 4.

Proof: If the graph is simple, then every face has at least 3 edges. Now 3 f
would count every edge 2 times, so we have 3f < 2e. Bute+2=v+ f <
v+2e/3. So3e+6 < 3v+2e. Soe < 3v—6. In a bipartite graph every face
must have at least 4 sides. Thus 4f < 2e, and the result follows similarly. Hl

2 Characterizing Planar Graphs

The preceding corollary already allows us to prove that K5 and K33 are not
planar. For K5 we have v = 5, e = 10, and e < 3v — 6 is not satisfied. For
K33 we have v = 6,e =9, and e < 2v—4 is not satisfied. It turns out that in
some sense that K5 and K33 represent fundamental obstacles to planarity.
A subdivision of a graph G is a graph G’ obtained by inserting vertices
into edges of G zero or more times, e.g. A path is a subdivision of an edge.

Theorem 2 (Kuratowski’s Theorem) : A finite graph is planar if and
only if it does not contain a subgraph that is a subdivision of K5 or K.

Note that we already proved the “only if” part. The “if” part can be
proved in many ways, including a constructive proof in which we find an
embedding into the plane. We will not be seeing this.

G is a minor of H if G can be obtained from H by contracting one or
more edges.

Theorem 3 (Wagner’s Theorem) A finite graph is planar if and only if
it does not have K5 or K33 as a minor.

This is very related to Kuratowski’s theorem. Note that if H contains a
subdivision of G, then G is a minor of H, but not vice versa.
Exercise: Show that C’350C} is non planar.



Instead of drawing on the plane, we may also draw the graphs on a sphere.
Indeed, by using a stereographic projection (place the sphere with its south
pole on the plane, and map every point p on the plane to the intersection of
the sphere surface and the line joining p to the north pole), we can see that
a graph can be drawn on the sphere without crossings iff it can be drawn on
the plane.

It might be interesting to note that Euler’s formula applies to convex
polyhedra, in which vertices, edges, faces are defined in the colloquial manner.
To see this, take a point inside the polyhedron and project the vertices and
edges from this point onto a sphere enclosing the polyhedron. The projections
will form a planar graph.

3 Duals, Maps and Colouring

One of the most famous problems in graph theory is the problem of colouring
a map (such as the world map) in 4 colours such that neighbouring countries
have different colours. The countries in the map are faces, and so when we
speak of map colouring we usually mean colouring faces of a planar graph.
It turns out that this can be expressed as the standard problem of colouring
vertices of a planar graph.

Suppose G = (V, E) is a connected planar graph, with F' the set of faces.
Then its dual is a graph G’ = (V', E') where V' = F'| and

E' = {(v/,v")| v/, v" are on either side of an edge in G}

Note that if the same face is on both sides of an edge, then we will have a
self loop. Supposing G to be a map, you might consider the vertices of G’ to
be placed at the capitals of the corresponding countries in GG, and an edge
appears in GG’ between capitals of countries sharing a border. As you can see,
every edge in G’ crosses exactly one edge of G, and these edges are indeed
called the dual edges. Note that colouring the faces of G is equivalent to
colouring the vertices of G'.

It turns out that countries in maps (or vertices in planar graphs) can
indeed be coloured using just 4 colours. This is a celebrated theorem, which
was proved after a long effort, and the final proof (considered inelegant by
some) reduces the problem to colouring some 1936 “difficult” maps, which
are coloured using a computer program. We will not study this proof, but
will study a less ambitious version.



Theorem 4 (5-colour theorem) FEvery planar graph can be coloured using 5
colours.

Proof: We prove by induction on the number of vertices. The base case is
with v = 3 and clearly holds. Let G be any graph with v > 3. We know
that e < 3v — 6. Thus the average degree 2¢/v < (6v — 12)/v < 6. Thus
GG must have a vertex u with degree at most 5. By induction we know that
G — {u} can be coloured using 5 colours. If u has degree only 4, or if u has
neighbours of only 4 colours, we can colour it using the remaining colour. So
u must have 5 neighbours p, ¢, 7, s, t, each having a different colour, say with
colours 1,2,3,4,5.

Suppose we change the colour of r to 1. If r already has neighbours of
colour 1, we change their colour to 3. If they have neighbours with colour
3, we change them to 1 and so on. In this process if the colour of p does
not change, then we colour u with 3. So assume that the colour of 1 does
change. But then we know that there is a cycle C' containing v (uncoloured)
and other vertices of colours 1,3, with ¢ of colour 2 inside it.

Now suppose we change the colour of q to 4. We know that this change
will not reach s, because s is outside C' while ¢ is inside. Thus we now colour
u using colour 2. [ |

4 Sperner’s Lemma

Sperner’s lemma intriguingly mixes triangulated graphs, duals, and amaz-
ingly, can be used to prove Brouwer’s celebrated fixed point theorem.

A simplicial subdivision of a triangle T' is a partition into triangular cells
such that every intersection of two cells is either an edge or a corner!. We
will also use the term wverter to denote a corner.

Suppose each vertex v in the subdivision is assigned a label L(v) from the
set {0,1,2}. We will say that L is proper if (a) Corners vy, vy, vs of T' have
distinct labels, and the label of a vertex on the boundary of the T" between
v;,v; is either L(v;) or L(v;). There is no condition on the labels of the
vertices inside 7.

LA corner, edge, and a triangle are examples, respectively of a O-simplex, 1-simplex,
and a 2-simplex, hence the name.



We will extend the notation and use L(e) to denote the set of labels
appearing on the vertices of edge e, and L(f) to denote the set of labels on
the vertices of face f.

Theorem 5 (Sperner’s Lemma) FEvery properly labelled simplicial subdi-
wision has a cell with distinct labels for all 3 corners.

Proof: Let GG denote the graph of the simplicial subdivision. G is planar
with triangular faces inside. Consider the dual D(G) of G. D(G) has degree
3, except for the outer face f, which will have a larger degree.

Let G” be a subgraph of G’ such that D(e) appears in G” iff L(e) = {0, 1}.
Observe first that f, will have odd degree in G”. This is because as you move
from the corner labelled 0 to the corner labelled 1, the number of edges whose
endpoints have both 0 and 1 as labels is odd. Only the duals of these edges
will appear in G”.

Since we know that G” has at least one vertex of odd degree, and because
the sum of the degrees of a graph is even, there must be an additional odd
number of vertices of odd degree corresponding to the inner faces. Since the
degree is at most 3, we know that there must be an inner face f with degree
either 1 or 3.

Let f have corners p,q,r. Then in G” f will have degree 3 if and only if
L(p,q) = L(q,r) = L(r,p) = {0,1}. This is clearly impossible. Thus f must
have degree 1 in G”. But this is possible only if L(f) = {0,1,2}. [

Brouwer’s theorem for two dimensions effectively says that a continuous
mapping from a triangular region to itself must have a fixed point, i.e. if f
is the mapping then there must exist point p such that f(p) = p.

Suppose our triangle T has corner points v, v, v? which we consider
as vectors from some origin. Then a point z (associated vector) inside the
triangle is a convex combination of v°,v!,v?, i.e. there exist non-negative
numbers zg, 1, T such that x = 290" + z10" + 29v? where z¢ + 21 + 22 = 1.
(Exercise). Thus for each point x inside 7' we can associate “coordinates”
(20, 1, T2).

Let S; denote the set of points x such that y; < x;, where y = f(x). Since
Yixi = >,;y; = 1 each z must belong to some S;. Consider any simplicial
subdivision of 7. For each vertex z in the subdivision we select a label
L(z) =i only if z € 5.



We first show that this rule of selecting labels allows the labelling to be
proper. The coordinates of v° are (1,0,0) and hence f(v°); < v{. Thus
v? € Sy, and we may set L(v°) = 0. Similarly L(v') = 1, L(v?) = 2. For
any point x on the boundary v° v of T' we will have z, = 0. If y = f(x)
then yo + y1 + yo = 1 = ¢ + x;. Hence either yy < zg or y; < z;. Thus
we will surely be able to set L(x) = 0 or L(x) = 1. Similarly for the other
boundaries. Thus we can set the labels on the boundary of T" properly.

Thus we must find a cell in the subdivision having labels 0,1,2 on its
corners.

Suppose now that we make our cells so small that you can assume that f
constant on it. Then we know that any point in that cell belongs to Sy, S1, S5.
If z is a point in the cell and y = f(x), then we have z; < y;. But we know
that >, x; = 1 =3, y;. Thus we must have z; = y;, i.e. x is a fixed point.

A more formal argument that shows we can find the fixed point in the
limit is omitted.?

This description is based on West[2], but also see Huang[1].

Exercises

1. Is the butterfly on 4 inputs planar? If not find a suitable subdivision
in it. What about the butterfly on 8 inputs?

2. Consider a sketch of the proof a 4 colour theorem for any planar graph
G. The proof is by induction over the number of vertices. G must
have a vertex v of degree 5 or less. So let us recurse on G — {v}, and
this by the induction hypothesis will give us a 4 colouring. Consider
the difficult case in which v has neighbours p, q,r, s, t, going around
clockwise and they are coloured 1,2,3,4,2 respectively. Say we now try
changing the colour of p to 3 using 1-3 colour exchanges as in the 5
colour theorem. If this works we are done, so let us assume that there
is a 1-3 path from p to r. Similarly there must be a 1 — 4 path from p

2Consider a sequence of subdivisions such that the side length of any cell approaches 0.
A uniform subdivision which divides T" with lines parallel to the sides is good enough for
this purpose. Let T; denote that triangle in the ith subdivision which has labels 0,1,2. Let
2* denote the centroid of Tj. Now the sequence ! is contained in a closed and bounded set,
and hence has a limit point. As the limit is approached, any norm |z — f(z*)| approaches
zero, and hence the limit must be a fixed point.



to s. But now we can change the colour of ¢ to 4, and also the colour
of t to 3. After that we assign 2 to v.

Find the mistake in the proof.

3. Instead of drawing graphs on the plane or a sphere, suppose we decide
to draw them (without intersection) on the surface of a torus. Show
that Euler’s formula is not valid. Instead, for graphs drawn on the
torus we have v+ f —e =0, 1, or 2. Give smallest examples that you
can think of for each of the 3 possibilities.

(You may wonder what happens on objects with more holes. The
number of holes (defined more formally, of course) is called the genus of
an object. For graphs on a surface with genus g, we can have v— f+e =
2 — 2g, as it turns out.)

4. Say a planar map is non-degenerate if all vertices have degree 3, i.e.
borders of only 3 countries meet at a point. Suppose that in a non-
degenerate planar map, all faces have an even number of edges (or all
countries have an even number of neighbours). Show that such a map
can be coloured in 3 colours.

5. Show that a n node planar graph has treewidth O(y/n).

6. Suppose a set of identical circular coins are placed on a table. The coins
lie flat on the table, but may touch each other. (a) Show that there
must exist a coin which touches at most 3 other coins. (b) Consider
the intersection graph of the coins, i.e. the graph in which each coin is
a vertex and there is an edge between coins if they touch. Show that
this graph can be coloured using 4 colours. (Unless specified otherwise,
"colouring a graph” means colouring the vertices such that adjacent
vertices have different colours).

7. You may have noted that a football is made of pentagonal and hexago-
nal faces. The graph has degree 3, i.e. at most 3 faces meet in a point.
How many pentagons does the football have?
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