
A Peek into the World of Machine Learning

 
 
 

Preethi Jyothi, IIT Bombay 
ACM ROCS Workshop, 

Feb 24, 2024

Image produced by ByteDance's SDXL-Lightning text-to-image generative model at https://huggingface.co/ByteDance/SDXL-Lightning



What is Machine Learning?

Ability of computers to “learn” from “data” or “past experience”



What is Machine Learning?

Ability of computers to “learn” from “data” or “past experience”

• data/past experience: Comes from various sources such as 
sensors, domain knowledge, experimental runs, etc.



What is Machine Learning?

Ability of computers to “learn” from “data” or “past experience”

• learn: Make predictions or decisions based on data by 
optimizing a model


• data/past experience: Comes from various sources such as 
sensors, domain knowledge, experimental runs, etc.
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Meme from the Internet

Statistician ML Expert

What is Machine Learning?



Supervised Learning

• Given a labeled set of input-output pairs,                                 
objective is to learn a function mapping the inputs     to outputs 


• Inputs can be complex objects such as images, sentences,  
speech signals, etc. Featurized before being used as inputs.


• Outputs are either categorical (classification tasks) or real-valued 
(regression tasks).

D = {(xi, yi)}Ni=1
x y

Examples:  
      Spam classification: Inputs are emails, , and output x 2 Nd
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Predict taxi prices: Inputs are features of the ride, , and output x 2 Rd
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Unsupervised Learning

• Given a set of inputs,                    , discover some patterns/groups in the data

• Most common example: Clustering

D = {xi}Ni=1



Relationship between AI, ML, DL

Image from: https://blogs.nvidia.com/blog/2016/07/29/whats-difference-artificial-intelligence-machine-learning-deep-learning-ai/ 



• For tasks that are easily performed by humans but are 
complex for computer systems to emulate
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complex for computer systems to emulate
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• Vision: Identify faces in a photograph, objects in a video or 
still image, etc.


• Natural language: Translate a sentence from Hindi to 
English, question answering, identify sentiment of text, etc.


• Speech: Recognise spoken words, speaking sentences 
naturally


• Game playing: Play games like chess, Go, Dota.


• Robotics: Walking, jumping, displaying emotions, etc.


• Driving a car, navigating a maze, etc.

When do we need ML?

• For tasks that are easily performed by humans but are 
complex for computer systems to emulate



• For tasks that are beyond human capabilities

• Analysis of large and complex datasets

• E.g. IBM Watson’s Jeopardy-playing machine

Image credit: https://i.ytimg.com/vi/P18EdAKuC1U/maxresdefault.jpg
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• Google Search

• Search within articles, e-books, etc. 

• Face detection in photos

• Detecting cars on roads (e.g., for self-driving cars)

• Facebook recommending friends/ads

• Netflix/Amazon/Flipkart recommendations 

• Game playing (chess, Go, poker, etc.)

• Robots (playing soccer, robotic arm, etc.) 

• IBM’s Watson (Jeopardy, etc.)

• Medical Diagnosis Systems 

• Personal Assistant/LLMs (ChatGPT, Google Assistant, Alexa, etc.)

• Closed Captioning (Google Meet, MS Teams, Zoom, etc.)

Applications of Machine Learning 
Some examples from real life

Information Retrieval

Computer Vision

Recommender Systems

Robotics/Game Playing

ML in Expert Systems

Speech & Natural  
Language Processing



What is ChatGPT?

What is a language model?

1

How is ChatGPT trained to 
learn using human 
feedback?

2

ChatGPT is a large language model trained 
to learn instructions with human feedback



What is a Language Model?

• Given a sequence of words,                       , what is the most likely next word     ?  

• Given a word sequence                                , what is           ? 

• Language models  

• provide information about the most likely next word 

• provide information about likely word reorderings

w1, . . . , wt�1
<latexit sha1_base64="4ao8zy+nR+YQZuz1wpy+i56TZ4s=">AAACEnicbZDLTsJAGIWneEO8VVy6aSQmLpC0aKJLohuXmMglgaaZTgeYMO00M39F0vAWrt3qM7gzbn0BH8G3cIAuFDjJJF/O+f/MzPFjzhTY9reRW1vf2NzKbxd2dvf2D8zDYlOJRBLaIIIL2faxopxFtAEMOG3HkuLQ57TlD2+neeuRSsVE9ADjmLoh7kesxwgGbXlmceQ55S4PBKjyyEvh3Jl4Zsmu2DNZy+BkUEKZ6p750w0ESUIaAeFYqY5jx+CmWAIjnE4K3UTRGJMh7tOOxgiHVLnp7O0T61Q7gdUTUp8IrJn7dyPFoVLj0NeTIYaBWsym5srMD1fZnQR6127KojgBGpH5/b2EWyCsaT9WwCQlwMcaMJFMf8EiAywxAd1iQXfjLDaxDM1qxbmoVO8vS7WbrKU8OkYn6Aw56ArV0B2qowYi6Am9oFf0Zjwb78aH8TkfzRnZzhH6J+PrF7bmnRY=</latexit>

wt
<latexit sha1_base64="B/FsOtXTmHT1JTqtxGXF4apyehU=">AAACAXicbZDNTgIxFIXv+Iv4h7p000hMXJEZNNEl0Y1LjPKTwIR0Sgca2plJe0dDCCvXbvUZ3Bm3PomP4FtYYBYKnKTJl3PuTdsTJFIYdN1vZ2V1bX1jM7eV397Z3dsvHBzWTZxqxmsslrFuBtRwKSJeQ4GSNxPNqQokbwSDm0neeOTaiDh6wGHCfUV7kQgFo2it+6cOdgpFt+RORRbBy6AImaqdwk+7G7NU8QiZpMa0PDdBf0Q1Cib5ON9ODU8oG9Aeb1mMqOLGH02fOian1umSMNb2REim7t+NEVXGDFVgJxXFvpnPJubSLFDL7FaK4ZU/ElGSIo/Y7P4wlQRjMqmDdIXmDOXQAmVa2C8Q1qeaMrSl5W033nwTi1Avl7zzUvnuoli5zlrKwTGcwBl4cAkVuIUq1IBBD17gFd6cZ+fd+XA+Z6MrTrZzBP/kfP0Ces+XGA==</latexit>

W = {w1, . . . , wT }
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P(“she delivered a talk”) > P(“she delivered a walk”)

P(“she delivered a talk”) > P(“delivered she talk a”)



Generating Text with Language Models
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Generating Text with Language Models
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Pretraining is Necessary but not Sufficient

• Pretrained models do well with providing good “continuations” to text but are not 
necessarily good at conversations or providing good responses to questions/instructions 

• Example: On seeing a question such as “Who is India’s Father of the Nation?”, any of the 
following would be good continuations generated by a pretrained model: 
• Who gave him this honorific title?  
• This is a simple question that was asked during a high-school quiz 
• Mahatma Gandhi 

• The pretrained model needs to be further fine-tuned or “aligned” to behave as we would like



ChatGPT

What is a language model?

1

How is ChatGPT trained to 
learn using human 
feedback?

2

ChatGPT is a large language model trained 
to learn instructions with human feedback



Reinforcement Learning from Human Feedback (RLHF)

Figure reproduced from https://openai.com/blog/chatgpt

https://openai.com/blog/chatgpt
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Reinforcement Learning from Human Feedback (RLHF)
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Speech and Chatbots?

• Add a speech-to-text plugin with LLMs like ChatGPT 
• However, speech technologies face significant challenges in India with 100s of languages, 1000s of dialects*

* Census 2011: 19,569 raw linguistic affiliations, 1369 rationalized mother tongues

• State-of-the-art speech recognition systems note high correlation between supervision for a 
language/accent and final error rates [1] 

[1] “Robust Speech Recognition via Large-scale Weak Supervision”, Radford et al., https://arxiv.org/pdf/2212.04356.pdf, Dec 2022

“We observe lower accuracy on low-resource and/or  
low-discoverability languages or languages where  
we have less training data. The models also exhibit  
disparate performance on different accents and  
dialects of particular languages.” 
 
https://github.com/openai/whisper/blob/main/model-card.md



Chatting using Code-Switching

• Code-switching: Switching between different languages within/across sentences 

• Widely prevalent in multilingual countries like India 
• Hard to get access to large amounts of code-switched data   
• Large diversity in how code-switching manifests  

 
 
 
 

• Computational models still have trouble processing code-switched speech and text

Piya Tose Naina Laage का Amazing Rendition Deliver किया इस Audition पे

But laughter therapy ने really में मेरी life change कर दी

पर हसंी therapy ने मेरी life बदल दिया वास्तव में

But laughter therapy ने मेरी life बदल दी really
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You and ML: AI/ML + X 

AI/ML + Language/
Vision

AI/ML + Theory

AI/ML + Analytics AI/ML + Sciences

AI/ML + Systems

AI/ML + Society

…AI/ML + Data/Users



AI/ML + X 

AI/ML + Language/
Vision

Video from: https://blog.google/technology/ai/google-gemini-next-generation-model-february-2024/

https://www.youtube.com/watch?v=LHKL_210CcU


AI/ML + Theory 

AI/ML + Theory



AI/ML + Analytics 

AI/ML + Analytics



AI/ML + Sciences 

AI/ML + Sciences



AI/ML + Society 

AI/ML + Society



AI/ML + Systems 

AI/ML + Systems



AI/ML + Data/Users 

AI/ML + Data/Users



Graduate Programs for AI/ML: Groups in India1

IIT Bombay IIIT HyderabadIIT Delhi IISc Bangalore IIT Madras

1 Top-10 Indian institutions in AI/ML according to CSRankings: https://csrankings.org/#/index?ai&vision&mlmining&nlp&inforet&in

IIT Kharagpur IIT Kanpur IIIT Delhi IIT Hyderabad IIT Jodhpur

https://csrankings.org/#/index?ai&vision&mlmining&nlp&inforet&in


Getting started

• Many interesting subareas of AI/ML to explore. Identify where your interests lie.  

• Apply to research opportunities to get started!

Screenshots from: https://ikdd.acm.org/uplink.php and https://mlcollective.org/ 

Deadline: March 1st, 2024

https://ikdd.acm.org/uplink.php
https://mlcollective.org/

