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Abstract

An interactive system is presented for three dimen-

sional reconstruction of human models from multi-

ple images taken from a human body image capturing

setup. The reconstruction is based on two computer vi-

sion techniques { volumetric intersection by cross sec-

tions approach and stereo. The basic theory behind

these techniques is outlined. The main components

of the system { image capturing, image processing,

camera calibration, 3D reconstruction and 3D surface

representation { are explained and various user inter-

action tools are mentioned. In the system, di�erent

parts of a human body will be reconstructed separately.

A stack of parallel cross sections, each of which is rep-

resented by a NURBS curve, will be computed for each

part of the body by volumetric intersection. The con-

cave parts of the body like chest of a female may not

be captured by the cross sections. In those cases, the

cross sections are modi�ed by capturing the concave

parts by stereo using structured light grid points. Then

the cross sections are �ne tuned by user interaction,

wherever necessary, for smoothness and accuracy.

1 Introduction

Three dimensional reconstruction of real world ob-
jects in general and of human bodies in particular is
an active area of research in the �eld of computer vi-
sion with many applications such as mannequin mod-
eling for garment design in textile industry, computer
games, and movie animation in entertainment �eld.
There are two main categories of techniques for 3D
data acquisition and reconstruction according to the
sensing mechanism. The �rst category is active sens-
ing technique like laser scanning [1], ultrasonic sensor
and infrared range-�nder where 3D information is re-
covered by emitting certain types of energy on the
body. The second is passive sensing techniques where
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no extra energy is emitted on the body during the
sensing process. The most typical example of this cat-
egory is camera which captures the intensity images of
the observed objects. The 3D model is reconstructed
from the 2D images by computer vision techniques like
stereopsis, shape-from-X (X can be shading, occluding
contours, surface contours, etc.) and volumetric inter-
section.

Although active sensing techniques can usually pro-
vide high resolution and precision in the captured 3D
data of the objects, it is more expensive and needs
special operating setting. Whereas passive sensing is
cheaper and can be used in less restricted environ-
ment, and also one can obtain acceptably accurate
reconstruction in many cases. Moreover, using cam-
era as passive sensor provides visual information like
color and texture of the imaged surface. Combining
both the reconstructed geometric information and the
visual information, one can achieve a more complete
model of the object.

In this paper we deal with camera based passive
sensing techniques for the reconstruction of real hu-
man bodies. We combine two techniques { volumetric
intersection and stereopsis for the reconstruction from
images. For volumetric intersection, we use 2D con-
tours of the images and reconstruct the object as a
collection of cross sections [3, 8]. The cross sections
may not capture some of the concave parts of the body
like the Chest part of a female and the Hip. To over-
come this, we use stereopsis to compute a concave part
using structured light grid points on two images. The
concave part is obtained as a 3D grid by stereopsis and
then the cross sections of that part computed by vol-
umetric intersection are modi�ed by projecting them
on to the grid. The cross sections are then �ne tuned
for smoothness and accuracy by interactive editing.

The rest of the paper is arranged as follows: Sec-
tion 2 covers some of the theoretical aspects of the
underlying techniques. Section 3 gives an outline of
the reconstruction system. Section 4 deals with 2D
and 3D interactive tools of the system. In section 5
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Figure 1: Camera calibration parameters

we present the results of our experimental reconstruc-
tion of a female mannequin and in section 6 we give
some conclusions .

2 Basic theory
Our system is based on two computer vision tech-

niques { volumetric intersection by cross sections and
stereopsis { for 3D reconstruction from images ob-
tained from calibrated CCD cameras. In this section
we briey describe some of the the theoretical aspects
of these techniques. We will start with the de�nition
of camera calibration which is needed for both the
techniques.

Camera calibration: Calibration of the cameras
used to capture images of the body means the follow-
ing:

1. There is a 3D world coordinate system common
for all the cameras.

2. For each camera, there is a projection reference

point or eye point E and a projection plane � de-
�ned in world coordinates. The projection refer-
ence point will also be referred as camera position.

3. For each camera, there is a 2D ! 3D transfor-
mation T from image coordinates to world co-
ordinates mapping the image into the projection
plane satisfying the following condition: If X is a

point on the image corresponding to a point P on

the object in 3D then T (X) will be the intersec-

tion with the projection plane of the ray starting

from the projection reference point E and passing

through P . See Figure 1.

2.1 Cross sections approach for volumet-
ric intersection

In [3] the cross sections approach for volumetric in-
tersection has been presented for 3D reconstruction of
smooth single part objects. A smooth single part ob-
ject has been de�ned as one which can be represented

Figure 2: Images of a mannequin from four cameras

Figure 3: The four image contours and their segmen-
tation

as a stack of parallel cross sections where each cross
section is a smooth curve with only one connected
component. A method has been given for the com-
putation of required number of cross sections. Here,
we extend that method to reconstruct the surface of
a human body which can be considered as a multi-
part object consisting of various parts of the body {
head, two hands, chest, torso, hip, and two legs. We
can assume that each of these parts is a smooth single
part object. Each part will be reconstructed indepen-
dently. Some of the concepts of this method which
are needed to understand our reconstruction system
are explained below.

2.1.1 Image contours and segmentation:

The images of the human body taken by the CCD
cameras are processed by standard image processing
techniques to obtain the image contours which form
the boundary of the object in the image. The image
contours are then decomposed in to a number of con-
tinuous segments where each segment is either mono-
tonically increasing or decreasing along y-axis in the
image plane. The segments are named and associated
to various parts of the body. See Figures 2, 3.



Figure 4: Projection plane contours and camera posi-
tions in 3D
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Figure 5: Circumscribing cone

2.1.2 Projection plane contours in 3D and

Circumscribing cone

For each camera/ view, its image contours are trans-
formed on to its projection plane by the image coor-
dinates to world coordinates transformation matrix to
obtain projection plane contours (Figure 4).

The cone formed by the rays starting from the
projection reference point of the camera and passing
through the points of the projection plane contours
is known as the circumscribing cone [5] corresponding
to that camera. The object will lie inside the intersec-
tion of all the circumscribing cones corresponding to
di�erent cameras. This is the basis for all volumetric
intersection methods [6, 7, 2, 8].

2.1.3 Cross section plane contours

These are the contours obtained by the intersection
of a cross section plane with the circumscribing cones.
For any cross section plane, these are actually the pro-
jections of the projection plane contours of di�erent
cameras on to the cross section plane with respect to
the camera positions. (Figure 6). Note that, in gen-
eral, there will be two contours corresponding to each
camera. The body cross section obtained by intersect-
ing the body with the cross section plane will lie inside
the region bounded by all the cross section plane con-
tours. This is the basis for cross sections approach

Figure 6: Cross section plane contours

Figure 7: Cross section plane contours and a �tted
cross section curve

[8, 3].

2.1.4 Cross section curves

Since we are interested only in the bounding surface of
the body, we will consider only the bounding curves of
the body cross sections which are called the cross sec-
tion curves. For each part, a cross section curve will
be a smooth closed curve with one connected compo-
nent and it will lie inside the region bounded by all
the cross section plane contours corresponding to that
part Figure 7. Moreover the cross section curve will
touch the two cross section plane contours correspond-
ing to each camera. This is the basis of our algorithm
for the computation of cross section curves.

2.1.5 Computation of cross section curves

In our system, we compute each of the cross section
curves as a NURBS curve following the method given
in [3]. An outline of the method is given below:

1. Consider one part of the body and take a cross
section plane intersecting that part.

2. For each camera compute the two cross section
plane contours corresponding to the part.

3. Initial cross section curve: To compute an initial
curve, we can use only two cameras/views, like
front and a side view, whose directions of pro-
jections are roughly perpendicular. The region
bounded by the four cross section plane contours



of these two views will be a rough approximation
of the body (part) section by the cross section
plane. An approximate bounding circle of this
region can be obtained by computing the four in-
tersection points of these contours. This circle is
converted to a NURBS curve and that curve is
taken to be the initial cross section curve.

4. Curve �tting: For each camera/view, the curve is
modi�ed such that it touches the two cross sec-
tion plane contours of that camera. This is done
iteratively, taking one camera at a time. Note
that the modi�cation done for one camera may
be a�ected when the curve is modi�ed for an-
other camera. Hence the iteration is repeated a
few times and a satisfactory cross section curve is
obtained.

2.2 Stereopsis

In stereopsis, the 3D coordinates of a point P seen
by two cameras will be computed from its pixels values
in the images from the two cameras using the camera
calibration parameters as follows:

For i = 1; 2, let (Xi; Yi) be the pixel values
of the point P in the image of the ith camera
and let (xi; yi; zi) be the point on the projec-
tion plane of that camera obtained by trans-
forming (Xi; Yi) by the image coordinates to
world coordinates transformation matrix cor-
responding to that camera.
Let (Exi; Eyi; Ezi) be the camera posi-
tion (eye point) and consider the ray from
(Exi; Eyi; Ezi) passing through (xi; yi; zi)
for i = 1; 2.
Then the point of intersection of the two rays
will be the 3D position of P .

In our system we use stereopsis to compute 3D coor-
dinates of two sets of points, the anchor points and
structured light grid points.

Anchor points:

These are some key points of the body like belly
button, front neck, back neck, shoulder point, crotch,
knee and ankle points. At the time of image capturing,
these anchor points will be marked on the body so
that they can be easily identi�ed in the images. At
the time of reconstruction, these points will be used
to de�ne the body parts and to align the coordinate
system with a body-centric coordinate system.

Structured light grid points:

These points will be used to reconstruct non-convex
parts of the body like chest part of a female and hip.

Figure 8: Structured light grid points

Figure 9: Two grids in the front and back of the man-
nequin obtained by stereopsis using structured light
grid points.

At the time of image capturing, these points are dis-
played on the body by projecting structured light us-
ing slide projectors. See Figure 8. The cameras will
be arranged in such a way that the structured light
grid points will be seen by at least two cameras.

Correspondence for the structured light grid points
in two images is done as follows: Each point corre-
sponds to one node of the structured grid light. The
grid is rectangular and each node is identi�ed by a
2D index (i; j) with reference to an origin node. The
origin node is chosen in such a way that it is easily
identi�ed in both the images. The grid point in an
image corresponding to a node is assigned the index
of that node. This can be easily done manually since
the grid point corresponding to the origin is known.
Hence the grid points in two images corresponding to
one node will be assigned the same index which estab-
lishes the correspondence.

Once the correspondence is established, the 3D co-
ordinates of the structured light grid points which are
seen in two images are computed by stereopsis. Then
adjacent points are joined to obtain a quadrilateral
grid lying on the surface. See Figure 9. This grid will
be used to modify the cross sections of the correspond-
ing non-convex part.



Figure 10: Modi�cation of a cross section to �t a grid.
(a) The cross section curve before modi�cation; (b) the
curve after projecting a portion of it on to the grid;
and (c) the curve after a minor interactive editing.

2.3 Modi�cation of a cross section to �t
the grid

Let S be a cross section curve of a part correspond-
ing to one cross section plane 	. Let � be a grid
associated to that part obtained from structured light
grid points. Then S can be modi�ed to �t the grid as
follows:

� Step 1: Intersect the grid � with the cross section
plane and let L be the resulting intersection curve.

� Step 2: Let P1 and P2 be the points on S which
are nearest to the end points of L.

� Step 3: Now we have to project the curve seg-
ment of S between P1 and P2 on to L. For
this, we discretize the whole curve S converting
it in to a piecewise linear curve and then move all
the points in between P1 and P2 to their nearest
points of L. This modi�ed piecewise linear curve
will be taken as the new cross section curve and
it will �t the grid.

Note that the cross section curve may not be
smooth after modi�cation as above because the grid
on the surface obtained from the structured light grid
points may not be smooth and accurate. So we may
have to do minor adjustments interactively to make it
better. See Figure 10.

3 Human body reconstruction system
Our human body reconstruction system consists of

the following �ve components:

1. Image capturing

2. Image processing

3. Camera calibration

4. 3D reconstruction

5. 3D surface representation

calibration
Camera 
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3D reconstructionBody parts
definition

Anchor points
in 3D

3D cross sections

3D Surface 
representation

required format

object calibration cylinder

Pixel values of
SL grid points parameters

Calibration Pixel values of
anchor points

Image contours

Reconstructed surface in

Figure 11: Human body reconstruction system { the
�ve system components and the input/output to/from
the components.

Below we give brief descriptions of these components.
Figure 11 shows the input and output structures for
these system components.

3.1 Image capturing

Image capturing setup: For the purpose of im-
age capturing of real humans or mannequins, we use a
human body imaging setup [4] which consists of a sup-
porting framework of dimension 3 meters height and
1.5 meters radius. Eight CCD cameras are �xed on
vertical frames in two horizontal levels to capture the
images of the top and bottom parts from four views {
front, left, back and right. Two levels of cameras are
used in order to minimize the space occupied by the
image capturing set up. Apart from these, four more
cameras are �tted to capture images from front-left,
front-right, back-left and back-right views. These four
additional images will be used to compute structured
light grid points.

Images for reconstruction: The person or the
mannequin whose surface is to be reconstructed is sta-
tioned at the center of the frame work and images from
the twelve cameras are captured. At the time of taking
the images we make the following arrangements:

� The person/ mannequin is standing vertically fac-
ing the front camera.

� The anchor points are marked with good contrast
colors.



Figure 12: Calibration cylinder with grid pattern

� Structured light is projected on to speci�c non-
convex parts.

Images for calibration: In our system we use
a cylinder with a grid pattern (Figure 12) pasted on
it as calibration target. After capturing the images of
the human model, the calibration cylinder is placed at
the center of the frame work and images from all the
cameras are captured with out disturbing or modifying
the camera setup.

3.2 Image processing

This part of the system takes the images of the
object and the images of the calibration cylinder and
produces the following output: Image contours, pixel
values of anchor points in multiple views, pixel values
of structured light grid points in multiple views, and
pixel values of the corner points of the grid pattern in
the images of the calibration cylinder.

3.3 Camera calibration

Camera calibration is done by Tsai's technique [9]
by establishing 2D to 3D correspondence of the cali-
bration points (corner points of the grid pattern) for
each camera. The 3D coordinates are obtained by �x-
ing a 3D coordinate system with respect to the cylin-
der.

3.4 3D reconstruction

This part takes the image contours, calibration pa-
rameters, pixel values of anchor points and structured
light grid points from the image processing and cam-
era calibration part and does the following:

1. Compute the three dimensional coordinates of the
speci�ed anchor points by stereopsis.

2. Body parts de�nition: Output/ display the 3D co-
ordinates of the anchor points to the user and get
from the user the start and end heights of vari-
ous parts and also the required number of cross
sections for each part.

3. Cross section curves: Compute the cross section
curves for each part as NURBS curves by the
method outlined in 2.1.5.

4. Modi�cation using structured light grid points:

The cross section curves obtained as above will
in general be convex curves. So for non-convex
parts the cross section curves will be modi�ed by
projection on to a grid obtained from structured
light grid points as explained in 2.3.

5. Interactive modi�cation of the cross sections:

Some of the cross sections obtained as above may
not be smooth or accurate. These can be modi�ed
interactively by picking and moving the control
points of the curve.

The computed cross sections of all the parts of the
body along with the body parts de�nition and the 3D
anchor points will be the output.

3.5 3D surface representation

This is an application dependent part. Taking the
cross sections and the body parts de�nitions as input,
this part produces the surface in a format required by
the application. The application we have addressed in
our system is mannequin modeling for garment design.
Here it is required that the reconstructed surface is
represented as follows, giving both the geometrical and
topological details.

1. Topology: Decomposition of the body into various
natural parts.

2. Geometry: A continuous triangular mesh of the
whole body.

3. Feature lines: Some speci�c sections of the body
like chest line, waist line, etc.

4 User interaction

For 3D reconstruction of complex objects like the
human body surface from images, it is very di�cult
and may not be possible to have a completely auto-
matic system. There will be problems both in the 2D
image processing part and the 3D reconstruction part.
The problems in image processing are mainly due to
di�erent/insu�cient contrast levels in various areas of
the images which result in noises in automatically ex-
tracted contours and grid/corner points. There will
also be missing points and contour segments. Apart
from these, there are the known problems of corre-
spondence for stereopsis and segmentation. Whereas
in 3D reconstruction, one problem is inaccuracy in
some areas due to small errors in calibration and im-
age processing. The other is the inherent problem in
3D reconstruction from image contours which is that
there may not be unique solution. We �nd that many



Figure 13: Editing a cross section

of these problems can be solved e�ectively by user in-
teraction. Here we mention some of the necessary user
interaction tools provided in our system.

2D interaction: The system has the following
tools for interactive image processing:

� Clean, that is �ll with background color, a part
of the image speci�ed by rubber-band rectangle.

� Add/delete pixel.

� Add a piecewise linear curve in the image by in-
putting a sequence of points.

� Editing segments: rename, change orientation,
join and split.

� Assign grid coordinates to structured light grid
points.

3D interaction: Here the user can edit any spe-
ci�c cross section by picking and moving its control
points. At the time of editing one can select to view
only that cross section from top as shown in Figure 13.
In this view we display the cross section curve along
with its control points and control polygon. We also
display the cross section plane contours derived from
the images. The computed cross section is supposed
to be inside the region bounded by these contours and
be touching them.

5 Experimental results
In this section we present the results of our exper-

imental reconstruction of a female mannequin using
our system. Twelve images of the mannequin have
been captured. Figures 2, 3 show four images of the
mannequin and the extracted image contours with seg-
mentation. At the time of image capturing two struc-
tured light grids { one in the front and the other in
the back of the mannequin { were displayed to capture
the concave portions of chest and hip.

For the purpose of reconstruction, the mannequin
has been regarded as consisting of the seven parts {
neck, shoulder, chest, torso, hip, left leg, and right leg.

Figure 14: Final surface { cross sections and shaded
views

These body parts were demarcated using the anchor
points back neck, front neck, shoulder points, bust
point, lower bust point, belly button, crotch point,
and ankle points whose 3D coordinates were obtained
by stereopsis. Following the reconstruction procedure,
cross sections were computed for each part. Also, two
grids (Figure 9) on the surface were obtained using the
structured light grid points. Then the cross sections
of chest were modi�ed using the grid on the front side
and the cross sections of hip were modi�ed using both
the front and back grids. Finally the cross sections
were �ne tuned interactively for smoothness and ac-
curacy of the surface. Figure 14 shows the �nal cross
sections and the resulting surface in two views.

In order to verify the reconstruction, we projected
the computed cross sections on to the projection
planes of all the cameras and displayed them along
with the respective projection plane contours. Figure
15 shows these for six cameras from which we can see
that most of the cross sections �t well with the pro-
jection plane contours. In the Figure 15, (a), (c) and
(e) correspond to upper level cameras and the projec-
tion plane contours are there only for the upper parts.
Similarly, (b), (d) and (f) correspond to lower level
cameras with the projection plane contours covering
the lower parts. Note that in the overlapping part
(Hip) the cross sections match the projection plane
contours of both upper and lower level cameras even
though they have been computed only using the lower
level contours.

As another measure of accuracy, we have compared
our reconstruction with that obtained by laser scanned
data. Figure 16 shows the cross section at bust level
of the mannequin obtained by our method along with
that obtained from laser scan. We can see that the
two curves match fairly well.



Figure 15: Projections of the cross section curves on to
six projection planes and the corresponding projection
plane contours
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Figure 16: The cross section at bust level of the man-
nequin obtained by our method (solid line) along with
that from laser scanned data (dotted line)

6 Conclusion

We have presented a 3D interactive reconstruction
system for modeling of human body surface from mul-
tiple images taken from a human body image captur-
ing setup. We have outlined the theoretical basis of
the computer vision techniques used for reconstruc-
tion. We have highlighted the necessity of human in-
teraction in the reconstruction process of such a com-
plex object as the human body surface and have listed
some of the interaction tools provided in our system.
We have done experimental reconstruction of a female
mannequin. Our experimental results show that it is
possible to reconstruct most of the body parts includ-
ing neck, chest, torso, hip and the legs quiet accurately
and to combine them into a single continuous surface.
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