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Abstract

Gaseous phenomena are challenging to model in
computer graphics as they have a fuzzy geometry
and exhibit dynamic behavior. Particle systems can
capture the fuzzy geometry and dynamic behavior of
gaseous volumes with ease. However, a large number
of particles are needed in order to generate realistic
images. Also the technique of motion blurring individ-
ual particles for generating images results in realistic
images only for a limited class of applications where
particles can be treated as individual sources of light.
This technique cannot be applied to gaseous volumes
and hence alternative techniques to incorporate tem-
poral information into images of gases have to be in-
vestigated. In this paper we introduce a technique of
spacetime raytracing four-dimensional particle maps,
that results in a reduction the of number of particles
required to model gases, and also, allows inclusion of
temporal information into images of gases.

1 Introduction

The ubiquity of gaseous phenomena in real world
scenes make their modeling of importance in synthetic
computer graphics generated scenes[1]. Gases do not
possess definite surfaces and hence are said to have a
fuzzy geometry. The geometry of gases is represented
by textures [2] or particles [3] in computer graphics.

Gases also usually exhibit dynamic behavior and
so their geometry varies with time. The dynamic be-
havior is captured, in the case of gases represented by
textures, by either recomputing the texture [2] or by
changing the shape of the geometry which is to be tex-
tured [4]. The former approaches are time consuming
and are difficult to implement because of the absence
of a direct relationship between the parameters that
vary the appearance of the texture and the param-

eters that define the motion of the gas. The latter
approaches vary in complexity depending on the ge-
ometry that is modified to reflect the gaseous dynam-
ics. These techniques become progressively difficult to
handle with the complexity of the geometric primitives
used.

In the case of particle representation of gaseous vol-
umes the particles are displaced in order to reflect
the dynamic behavior of the gas. It is found that
use of physics based equations to model the dynamics
of gaseous volume reduce the effort needed to design
flows that appear visually convincing [5]. The sim-
plicity of incorporating motion based on equations of
physics into particle systems as compared to texture
based approaches has lead to the favoring of particle
representation of gases.

However, particle based methods require a large
number of particles to model the gaseous volume and
result in images with limited realism if the particles
are rendered directly. On the other hand the texture
based methods result in realistic images. Therefore
techniques have evolved which combine the particle
and texture based approaches to obtain the benefits
of both the approaches [6] [7]. Foster et. al. [7] repre-
sent the fluid as particles and resolve the particle dis-
tributions that result after dynamics simulation into
densities on a grid before rendering. Such a technique
is influenced by the resolution of the grid and requires
a large number of particles. An alternative approach
of resolving particles into densities is by using particle
maps [8]. This is a gridless approach that allows eval-
uation of densities on the fly during rendering. Stam
et. al. [9] model the gas as a distribution of collec-
tions of particles namely “blobs”. A wind field is used
to modify the density distribution. In the above ap-
proach all the blobs are diffused in a similar manner by
the wind field resulting in regular shape of blobs. This
gives an artificial appearance to the gas. This prob-
lem is overcome by allowing the wind field to warp the



blobs non-uniformly [6]. The warping of blobs by the
wind field is achieved by tracing the points in a blob
backwards for a short time step. The non-uniform
blob shapes result in more realistic images of the gas.
Warping blobs in time allows inclusion of temporal
information into individual images, and by adopting
this approach Stam et. al. [6] were able to reduce the
number of blobs required to model the fluid.

The work of Foster et. al. [7] uses a large number
of particles, of the order of thousands of particles per
second of simulation. No technique for inclusion of
temporal information in individual images is used.

In this work we introduce the use of spacetime ray-
tracing for rendering gaseous volumes modeled by par-
ticle systems. This technique allows the inclusion of
temporal information into individual images and leads
to a reduction, by an order of magnitude, in the num-
ber of particles required to model the gas. We typi-
cally use tens to hundreds of particles for our model-
ing. This is achieved by retaining previous locations of
particles to a few time steps backwards in the dynam-
ics simulation. The three dimensional particle map in-
troduced in [8] now becomes four dimensional as each
particle is associated with time. The densities which
are evaluated from a particle map are also associated
with time. By suitably weighting the “older” densities
at a location, a motion blurred image of the dynamic
gaseous volume is generated.

In the following section we give a brief overview of
spacetime raytracing. Details about four-dimensional
particle maps are presented in Section 3, followed by
a brief description of a method to combine spacetime
raytracing with four-dimensional particle maps in sec-
tion 4. Section 5 gives the implementation details, and
presents the proposed algorithm. Section 6 gives a dis-
cussion of results that demonstrate the effectiveness of
our technique. Conclusions are given in section 7.

2 Spacetime raytracing

Spacetime raytracing was developed by Glassner
[10] as an efficient technique to render scenes for ani-
mation. In this technique a spacetime volume of the
animation scene is constructed by considering the suc-
cessive locations that the objects in the scene will oc-
cupy with time. A technique of building a bounding
volume hierarchy is applied on the space time volume
to construct a structure which combines the advan-
tages of adaptive space subdivision and bounding vol-
ume techniques. Spacetime raytracing is performed
on this structure. Motion blur is naturally achieved
by this technique by associating different times with
the primary rays.

In this paper we apply the concept of spacetime ray-
tracing to achieve a motion blurred image of a gaseous
volume defined by particles. Particles have been indi-
vidually motion blurred and rendered in the past [3],
[11]. However, these techniques result in realistic im-
ages for very limited cases like fireworks, explosions,
etc., where particles can be treated as sources of light.
When the particles define a distribution of density, as
in the case when they are modeling gaseous volumes,
the problem of motion blurring is non-trivial.

The main difference between the situation consid-
ered by Glassner [10] and the problem considered in
this paper is that the dynamic objects in our case are
particles. It is not feasible to treat the particles by a
similar technique as described for objects in a scene
and perform spacetime raytracing by intersecting rays
with particles. To overcome this problem the level of
abstraction is moved up so that the particles are no
longer treated individually but instead used to define
the distribution of density within the gaseous volume.
This concept of the particles defining a density dis-
tribution can be implemented by either resolving the
particles into densities on a grid as done by Foster et.
al. [7] or by using a particle map which allows the
estimation of densities on the fly from the results of
nearest neighbor searches. The former approach is ef-
fected by the choice of grid resolution and fails when
few particles are used while the latter is grid free.

An additional advantage of the particle maps ap-
proach is the natural way in which it can be ex-
tended to accommodate spacetime raytracing. This
is achieved by retaining previous locations of parti-
cles as the dynamics computation proceeds for succes-
sive time steps. All particle positions are associated
with the time when the particle exists at the location.
These four-dimensional particles are used to construct
the particle map. Densities estimated by performing
nearest neighbor searches on this spacetime particle
map are associated with time. By suitably weighting
these densities based on the time step, motion blurred
images of the gaseous volume are generated.

The following section describes four-dimensional
particle maps.

3 Four-dimensional particle maps

A gaseous volume consists of a distribution of con-
tinuously varying densities. Rendering of the gaseous
volume involves modeling the way light interacts with
the volume. In the case of inhomogeneous media it
is necessary to know the density at locations within
the medium to determine how light interacts with the
media, namely, whether it is scattered, transmitted or



absorbed by that particular region. Also, there is a
need to perform an integral of densities along the rays
of light to determine the amount of light that passes
through. Therefore, it can be concluded that the abil-
ity to determine density at any location within the
model of the gaseous volume is of prime importance
in computer graphics for generating a realistic image
of a gaseous volume.

Texture based approaches are inherently advanta-
geous for modeling of light interaction as they di-
rectly define the continuously varying densities of the
gaseous volume. A rendering technique requiring the
densities of the gas at any point within the gaseous vol-
ume can obtain it in a straightforward manner from
the definition of the texture.

On the other hand particle based methods of mod-
eling a gaseous volume are disadvantageous because
of their discrete nature which makes them unsuitable
for modeling a continuous medium. They have been
applied successfully to generate realistic images only
in cases like explosions [3] and fireworks [12] where the
particles can be treated as sources of light and they
do not represent a continuous volume. This problem
is overcome by resolving the particle system into den-
sities on a grid, but this approach makes the model
dependent on the choice of resolution of the grid. The
particle map method is a gridless technique that al-
lows the modeling of a continuous volume with vary-
ing density based on a particle system. The technique
defines a texture based on the distribution of particles
in the particle system.

A particle map is a kd-tree [13], that stores the par-
ticle locations of a particle system. Densities within
the volume defined by the particle system are esti-
mated by performing a nearest neighbor search and
applying a kernel density estimation technique which
is a standard statistical method [14]. The integration
along the ray is reduced to a single range search by this
technique rather than a series of density estimates.

The particle maps technique introduced in [8] con-
sidered static images of gaseous volumes. When a
gaseous volume is animated a large number of par-
ticles are required to capture the motion.

Stam et al. in [6] reduce the number of blobs re-
quired to model the gaseous volume by allowing the
blobs to warp with the wind. This is achieved by
backtracing the points in a blob backwards in time,
leading to the inclusion of temporal information into
individual images. Temporal information is included
into particle maps by associating each particle location
with the time at which the particle occupies the lo-
cation. Thus each particle becomes four-dimensional

namely, (z,y,z,t). The particle map becomes four-
dimensional because the kd-tree is constructed from
the four-dimensional particles.

In the following section we describe how spacetime
raytracing is applied to the four-dimensional particle
map.

4 Applying spacetime raytracing to
four-dimensional particle maps

The extension of the particle maps to include time
makes them four-dimensional and it is no longer feasi-
ble to perform the nearest neighbor and range searches
on the particle map with a three dimensional specifi-
cation of the ray. A four-dimensional specification of
the ray has to be used: each ray is associated with the
time it hits the gaseous volume. This allows the esti-
mation of the density it encounters at that particular
time instant.

It can often happen that the rest of the scene
in which the dynamic gaseous volume is present is
static. Therefore, we switch to spacetime raytracing
only when the gaseous volume is hit by a ray. This
is done by associating rays that hit the gaseous vol-
ume with time before searching the particle map. The
raytracing algorithm keeps track of the current time
step of the dynamic simulation. All search results ob-
tained from the particle map are associated with time.
The density at any location within the gaseous volume
is computed as a weighted sum of densities at vari-
ous times at that location. The weights are assigned
depending on the time: densities evaluated far from
the current time step are given a smaller weight than
those close to the current time step. This approach
of switching to spacetime raytracing only for the dy-
namic gaseous volume makes the proposed method dif-
ferent from the spacetime raytracing described in [10].
As images are usually generated with anti-aliased ray-
tracing we integrate the spacetime density evaluations
into the super-sampling performed for anti-aliasing.
By this we avoid incurring additional cost for the time
sampling that is performed for spacetime raytracing.

5 Implementation details

The results obtained from the nearest neighbor and
range searches are not directly applicable to rendering.
In this section we give the details for the case of low
albedo participating medium. The high albedo case
is implemented by merging particle maps with photon
maps and is described in [15].

The brightness of light that reaches the eye in the
case of low albedo participating medium is :
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The integrals basically compute the light that
passes through the medium lying between the limits of
integration. In the particle map approach the integral
is replaced by a cylindrical range search between the
limits of integration. The result of the range search,
which is the number of particles that lie in the path
of the light, is converted to the amount of light that
passes through the medium by using a formula similar
to the one given in [16]. The attenuation is estimated
by associating a radius r, with each particle and using
the formula :

F(N)=1— e N&? (3)

where R is the radius of the cylindrical range. This
formula gives the probability that a random ray in the
cylinder intersects a particle, which is assumed to be
a sphere of radius r,.

The density estimate at any location within the
gaseous volume is performed by using the kernel den-
sity estimation technique which is a standard statisti-
cal method [14]. In this approach the density is esti-
mated by evaluating a kernel function at nearby points
and dividing by the area under the kernel. A Gaus-
sian kernel is used by us for density estimation. The
density is given by

- %% Zzn;e—kzdz (4)

where d is the distance of the particle from the loca-
tion at which the density is being estimated and k- is
a parameter that takes positive real values. It can be
tuned to control the appearance of the image: large
values of ks result in dull images of the gaseous vol-
ume.

It should be noted that these values are associated
with time and the final value used in the equation
(1) is a weighted sum of these individual values. The
weights are chosen proportional to tcite where t. is
the current time step and t, is the time step at which
the estimation is made.

5.1 Algorithm

The following is the algorithm for the rendering of
the gaseous volume represented by particle maps for
the low albedo case:

1. For each time step repeat steps 2 to 5

2. If first iteration or time step when particle source
is active : generate particles of the gaseous vol-
ume.

3. Create the particle map by building the optimized
kd-tree [13], with the particles.

4. Spacetime raytrace the scene using the equation
(1) for rendering the gaseous volume as follows:

(a) Find the particles that lie along the path of
the ray from the eye to the location of inter-
est, point P(z,y, z,t), in the gaseous volume
by performing a cylindrical range search and
transform the result using equation (3). Use
the obtained value in place of the integral in
the first term of the brightness equation.

(b) Find the number of particles along the
path of the ray from the light source to
P(z,y,z,t), compute attenuation as before
and multiply by phase function.

(c) Estimate the density at P(x,y, z,t) by per-
forming a nearest neighbor search. Use
equation (4) to obtain the density value.

Multiply the values obtained in the steps 4a, 4b
and 4c and repeat step 4 by moving the point of
interest along the ray in the volume. The time as-
sociated with the point of interest is also varied.
Compute a weighted sum to obtain the brightness
of the ray with weights decreasing as the time as-
sociated with the point of interest is further from
the current time step.

5. Update particle locations using dynamics equa-
tions.

Presence of ¢t in P(x,y, z,t) takes care of spacetime
raytracing. Adaptive step integration is used and the
point P(z,y, z,t) is jittered both in space and time to
avoid aliasing problems. Different values of time, t,
are used for the multiple samples evaluated for anti-
aliasing, thus no overhead is introduced due to having
to sample in time.
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Figure 1: Comparison of grid and particle map methods for resolving a distribution of particles into densities.

6 Results and discussion

Some images that result from the implementation
of the technique described in this paper are presented
here. The images have been generated on a Pentium
IIT (448 MHz) with 64MB RAM.

The grid-based methods of resolving a particle sys-
tem into densities has the disadvantage of being de-
pendent on the resolution of the grid used. This is
illustrated in the Figure 1 where a distribution of par-
ticles at a time step is shown and two possible resolu-
tions of grid sizes are shown. The grids are applied to
define the density at the center of each grid-cell. It can
be observed that choice of grid resolution can result in
significantly different densities at the point of interest
marked x in the Figure 1 (a) and (b). Even if interpo-
lation techniques are used the value continues to vary.
On the other hand the particle map method gives rea-
sonably consistent estimates of the density even when
the number of particles used to estimate the density
is varied. This is because the kernel used for density
estimation reduces the contribution to density of par-
ticles far from the point of interest. The technique
of estimating the density by using nearest neighbors
is illustrated in Figure 1 (c¢). Cases when three and
seven neighbors are used are shown.

Apart from change in estimated density with the
resolution of the grid, it can also be observed that a
grid-based technique requires a large number of parti-
cles in order that the grid cells do not remain empty
within a gaseous volume. An empty grid cell results in
zero density even though in a non-discretized method
the density should have been a small non-zero value at
that location. This is unlike the particle map approach
which uses the distance of the nearest neighbors to es-

timate the density and hence can tackle a situation
where the concentration of the gas is low within the
gaseous volume.

The images presented in the Figure 2 represent
frames from an animation of smoke rising from a te-
pee. These images are created without spacetime ray-
tracing. Each pixel was sampled five times to perform
anti-aliasing. The marked “blobby” appearance of the
smoke can be observed in these images. The particles
are introduced at the rate of about 10 particles per
second.

The images presented in the Figure 3 represent the
corresponding frames from the same animation gener-
ated with spacetime raytracing. It can be seen that
there is a noticeable reduction in the “blobby” appear-
ance of the smoke. This is because the density at each
point in the gaseous volume is a weighted sum of the
densities that existed at that point during the past few
time steps, thus including temporal information in the
images. The continuity between successive frames can
be seen more clearly in these frames than the frames
of Figure 2. This results in a smoother animation in
the case of images generated by using the spacetime
raytracing on particle maps.

The overhead introduced due to spacetime raytrac-
ing is minimal when anti-aliased images are considered
because the spacetime raytracing is performed during
the super-sampling of the pixels. The time taken to
render a frame is dependent on the fraction of the im-
age which contains the gaseous volume and it varies
from 30 seconds to 25 minutes. The program has a
good scope to be optimized and currently we are in-
vestigating techniques to speed up the algorithm.



7 Conclusions

Gaseous volumes are often modeled by particles be-
cause of the fuzzy nature of their geometry and the
ease of inclusion of dynamics into a particle system.
But a limitation of modeling with particle systems is
that they do not result in realistic images unless a
large number of particles are used. Also when motion
blurred individual particles are used to render images
they result in realistic appearance in very limited cases
where the particles can be treated as sources of light.
We have presented a new approach for the generation
of realistic images of gaseous volumes with the follow-
ing desirable features :

e The particle map structure is exploited to over-
come the limitations of grid-based techniques.

e A reduced number of particles is required to
model the gaseous volume. The reduction is from
a few thousands of particles per second [7] to few
tens of particles.

e It permits the inclusion of temporal information
in individual images of an animation sequence
leading to smoother animations.

e It allows the spacetime raytracing of just the dy-
namic gaseous volume without inclusion of the
remaining static scene.

e No overhead is incurred due to space time ray-
tracing as the time sampling is included in the
super-sampling done during anti-aliasing. Thus,
motion blur is achieved at no extra cost as the
time sampling is rolled into the anti-aliasing.

The algorithm proposed has a good scope to be op-
timized and currently we are investigating techniques
to speed up the algorithm.
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Figure 2: Frames from an animation of smoke rising from a tepee. Particles maps without spacetime raytracing.

Figure 3: Frames from an animation of smoke rising from a tepee. Particles maps with spacetime raytracing.



