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Abstract

Cotent-based image retrieval (CBIR) has become
one of the most active research areas in the last ten
years. This is because the number of applications
which use image data is increasing. The main task
of a CBIR system is to retrieve images relevant to the
user's need. This is accomplished by comparing the
content of the various images present in the database.
Many visual representations have been explored by re-
searchers and di�erent systems have been built. Most
of the CBIR systems use di�erent image features such
as colour and texture to retrieve similar images. Each
feature is represented by a set of components in a
feature vector. CBIR systems use a large number of
components in order to improve the retrieval quality.
As the number of components increase, the indexing
process becomes complicated. This is because high
dimensional structures have to be designed to store
the large number of components associated with each
image. Therefore, there is a tradeo� between the in-
dexing complexity and the retrieval quality.

In this paper, we present an image model which
reduces the size of the feature vectors and therefore
makes it low dimensional. It is termed as the Low-
Dimensional Image Model (L-DIM). The model uses
the concept of eigen-vectors and eigen-values to iden-
tify the dominant components in the image feature
vectors. This allows the database administrator to
ignore the less signi�cant components and therefore
reduce the dimensionality of the image model. The
low dimensionality simpli�es the indexing process
as the number of components to be searched and
retrieved is very small. All this is achieved without
decreasing the retrieval performance. Experimental
results support the properties deduced from L-DIM.
In order to account for user subjectivity, a relevance
feedback mechanism is also incorporated with L-DIM.

Keywords: Content-Based Image Retrieval, Di-
mensionality reduction, Multimedia Databases

1 Introduction

Image retrieval is a growing area of research where
the primary focus is on improving the retrieval qual-
ity. Many image retrieval systems use multiple image
features such as colour, texture and shape to achieve
this goal. The idea behind this approach is that if one
of the image features fails to capture any important
(relevant) information from the images, the other fea-
ture(s) are likely to capture that information, there-
fore improving the overall retrieval quality. A large
number of components are required to represent im-
age features e�ectively. Indexing these image features
together causes the combined index to be very large in
size (in the order of hundreds or thousands). Standard
indexing structures such as B-trees and R-trees [3] are
unable to handle such high dimensional data and thus
the indexing performance degrades. Search and re-
trieval time increases exponentially when these index-
ing structures are used for indexing high dimensional
data. High dimensional structures also su�er from the
nearest neighbour problem [1]. It has been proved
that as the dimensionality increases, the distance to
the nearest neighbour approaches the distance to the
farthest neighbour [1]. This is another drawback of
high dimensional structures.

In this paper, the e�ect of reducing the dimension-
ality of the feature vectors is investigated. If the di-
mensionality is reduced by randomly eliminating com-
ponents from the feature set, the retrieval performance
would decrease as vital information will be lost with
the elimination of certain components. This paper
presents a solution to reduce the dimensionality of
the feature set without a�ecting the retrieval perfor-
mance. The approach is mathematically modelled and
the image model is motivated by the latent semantic



indexing model proposed for text retrieval [2]. The
main objective of the model is to reduce the dimen-
sionality of the feature vectors without a�ecting the
retrieval performance. The low dimensionality makes
the model very compact and expedites the indexing
and retrieval process.

Unlike traditional database systems, the retrieval in
image databases is based on similarity of feature, and
not the actual image itself. As explained, the size of
the feature vector is very large and consists of multiple
feature components. We argue that the feature vec-
tors contain some amount of redundant information
which is directly proportional to the size of the fea-
ture vector. The problem therefore is to identify the
important components which provide the maximum
discrimination among the images in the database. A
propery of SVD decomposition of matrices is exploited
to identify the most discriminating components. The
database administrator can therefore ignore the re-
dundant components and reduce the size of the feature
set. Eliminating the redundant components makes the
model very compact and simpli�es the indexing pro-
cess. It also improves the search and retrieval time
without decreasing the retrieval quality. A relevance
feedback mechanism is incorporated into the L-DIM
retrieval process in order to account for user subjec-
tivity and make the process interactive in nature. The
rest of the sections explain the working of the model
in detail.

2 The Image Model

2.1 Mathematical Notions

Given any m�n matrix X having a rank p, we can
decompose into three matrices U , �, V , such that,
X = U�V �. Here � is a p � p positive diagonal ma-
trix(the diagonal elements are all positive and all other
are zero). U and V are isometric matrices of order
m � p and n � p respectively. V � indicates the ad-
joint of the matrix V . This decomposition is known
as Singular Value Decomposition (SVD) and �nds a
wide application. There are standard algorithms to
obtain SVD of a given matrix. In particular, if every
element of X is a real number then V is also real. This
means that the transpose of V , V T , is same as the ad-
joint matrix V �. The �rst p columns of the matrices
U and V are called the left and right singular vectors
respectively.

SVD is closely related to the standard eigenvalue-
eigenvector or spectral decomposition of a square ma-
trix, Y , into V LV

0

, where V is orthonormal and L is
diagonal [2]. In fact U and V of SVD represent the
eigen vectors for XX

0

and X
0

X respectively.

2.2 The Image Model

The main motivation in designing the image model
is to reduce the dimensionality of the feature vectors.
Our hypothesis is that the size of the feature set is very
large, in the order of hundreds. Only a small subset
of the components are signi�cant for a given data set.
The rest of the components do not discriminate be-
tween the images in the collection. These features can
be ignored as their contribution in the retrieval pro-
cess is minimal. The model therefore tries to identify
the dominant components from the entire image fea-
ture vector. In order to achieve this, the entire feature
set needs to be pre-processed and the relationship be-
tween the components has to be examined. The tech-
nique to achiev this is explained below.

2.2.1 Matrix formation and decomposition

All the attributes to be used for retrieval are com-
puted and stored in a feature set for each image. If
the size of the feature set is K and the total number
of images is N , then a matrix of size K � N is con-
tructed. All the feature components are normalised
to unit length. This is because, in order to use the
eigen decomposition, the eigen vectors have to be of
unit length. The normalised matrix is decomposed
using Singular Value Decomposition into three matri-
ces. The three matrices obtained are X = T0S0D

0

0
.

T0 and D0 are the orthonormal matrices and S0 is
the diagonal matrix of size m � m, where m is the
rank of the original matrix X . These matrices decom-
pose the original information into linearly independent
components or factors and enables us to identify the
dominant factors. Matrices T0 and D0 represent the
eigenvectors of XXT and XTX respectively and the
square of the values of the diagonal matrix (S0) are
the eigenvalues. The matrix S0 therefore provides the
scaling factor which determines the magnitude of the
vectors, depending on its elements. The matrix con-
tains many elements which are non-zero but so small
that their contribution to the discrimination of the
images is insigni�cant. Such elements can be ignored
in the retrieval process. Hence the signi�cant values
from the matrix S0 are identi�ed and the rest of the
values are set to zero. The produce of the result-
ing reduced matrices is denoted by X̂ . Matrix X̂ is
used as a base in the retrieval process. The rank k of
the matrix X̂ depends on the amount of elimination
done to the original matrix. The amount of reduc-
tion (the choice of k) is very important and depends
on the di�erent attributes used and the natire of the
images in the database. Ideally the value of k should
be large enough to incorporate all the important in-



formation (dominant values) in the image data but it
should be small enough to ignore all the unimportant
details. Once the dominant attributes have been iden-
ti�ed and the image data has been reduced in size, the
resultant images are represented as vectors in a mul-
tidimensional space. The dimensionality of the vector
space depends on the reduction factor (the value of k).
As the number of dominant values retained is low, the
resultant model is low dimensional.

2.3 Geometric representation of the
model

The resultant matrix X̂ can be represented geomet-
rically in a k-dimensional spatial con�guration (the
value of k depends on the number of components re-
tained in the diagonal matrix). As the matrix X̂ stores
the approximated features along the rows, the rows of
matrix D, represent the unit vectors of all the images
in the database. The matrix S is the matrix of the
reduced eigenvalues which provides the scaling factor
for the vectors. The rows of the matrix DS would
therefore provide the resultant vectors for the images.
If the diagonal matrix S is of size k�k (k non-zero ele-
ments along the diagonal), the matrix DS would have
k rows. As the rows of the matrix DS represent the
image vectors, that each image vector has k elements
and is therefore k-dimensional. Hence we need a k-
dimensional space to represent the images. It should
be noted that the relation between taking D as the
coordinates for the images and DS as the coordinates
is that since S is a diagonal matrix of eigen values,
the direction of the vectors is not a�ected except that
the vectors are stretched or shrunk depending on the
elements of S.

2.4 Comparing the Image Vectors

The cosine of the angle between the image vectors
is used to compare the image vectors. If ~a and ~b are
two image vectors and � is the angle between them, we
know from the de�nition of dot product of two vectors
that:

cos � =
~a:~b

jajjbj
(1)

As all the image vectors are normalised to unit length,
we have:

cos � = ~a:~b (2)

Therefore the dot product of the corresponding
columns of X̂ would reect the extent to which two
images are similar. The matrix X̂

0

X̂ is the square
symmetric matrix which contains all the image to im-
age dot products. As we know that S is a diagonal
matrix and T and D are orthonormal matrices, we

have:

X̂ = TSD
0

(3)

X̂
0

X̂ = (TSD
0

)
0

TSD
0

(4)

= D(TT
0

)S2D
0

(5)

= D(I)S2D
0

(6)

X̂
0

X̂ = DS2D
0

(7)

Therefore the i; j cell of X̂
0

X̂ can be obtained by tak-
ing the dot product between the i and j rows of the
matrix DS. We can hence consider the rows of the
matrix DS are coordinates of points in space and take
their dot products in this space (as we know that DS
is the stretched version of D space).

3 Relevance Feedback
Content-based image retrieval provides an auto-

mated method to retrieve similar images based on
the image's content. Inspite of the extensive research
e�ort in this �eld, the retrieval techniques used in
content-based image retrieval systems lag behind the
corresponding techniques in today's text search en-
gines such as Alta Vista, Yahoo and Lycos that are
currently available. The performance is not satisfac-
tory due to the following reasons:

� Di�erence between high level concepts and low

level features: Content-based image retrieval
(CBIR) systems focus on �nding di�erent repre-
sentations for the low level image features. For
example, there are di�erent ways of representing
colour such as colour histogram, colour moments
and colour sets. Texture can be represented by
Gabor �lters, cooccurence matrices, fractals, etc.
Researchers try to use the best possible represen-
tation for each feature in order to achieve good
results.

A major problem with this approach is that
high level concepts are not considered in the re-
trieval process. Users of an image retrieval system
are not aware of the low level features and are in-
terested in retrieving images based on higher level
image semantics. Some systems map the high
level semantics to low level image features using
certain object recognition techniques. This works
to a certain extent with simpler objects (eg. an
apple could be identi�ed as a round object with
red colour) but it is hard to map complex images
into low level features (eg. an image with multiple
overlapping objects). This gap between the two
levels degrades the performance of image retrieval
systems.



� Subjective human perception: Human vision is
subjective in nature. Di�erent users could per-
ceive the same image di�erently depending on
their requirements. Even the same user may have
a di�erent perception about an image at a di�er-
ent time if the user requirements change. For ex-
ample, a particular person might be interested in
the texture property of the images whereas an-
other person could be interested in the colour
property for the same set of images. In Figure
1, a person who is interested in the colour of the
owers would consider images (a) and (c) to be
closer than the images (a) and (b), whereas a per-
son who is keen on the shape of the owers would
consider the images (a) and (b) as closer com-
pared to the images (a) and (c). Even if a group
of users are interested in retrieving images based
on texture, the way they perceive the similarity of
texture may vary from one user to another. This
is illustrated in Figure 2. Among the three tex-
ture images, some users may say that images (a)
and (b) are more similar if they do not care about
the intensity but some users may say that images
(a) and (c) are more similar if they are interested
in the intensity of the images. This di�erence
in perception therefore a�ects the performance of
image retrieval systems as the systems fail to cap-
ture human perception.

Content-based image retrieval systems have a �xed
representation for each feature which cannot be
changed to model user subjectivity. Some systems al-
low the user to assign weights to the low level features
before the retrieval process. This imposes a burden on
the user as it requires the user to have a comprehensive
understanding of the low level feature representations
used in the retrieval process. This is normally not the
case with the average user. Due to these limitations,
image retrieval systems started involving the user in
the retrieval process making it interactive in nature.

The di�erent interactive image retrieval techniques
are modelling user subjectivity [6, 7], supervised learn-
ing similarity measures [4] and interactive relevance
feedback [9, 10, 8, 11]. In this section, a relevance
feedback mechanism is proposed which is incorporated
with L-DIM to improve its performance. The main
advantage of the model is that it is universal and can
be used by any standard image retrieval system The
following subsection explains the feedback model.

3.1 Relevance feedback model

A standard image model is �rst de�ned as a 3 tu-
ple, Im =< R;F; S > where R is the raw image
data, F is the set of feature components and S is

the similarity measure(s) used to compute how similar
or dissimilar two images are. There is also a weight
associated with each feature component. Therefore
if there are k components in the feature vector F=
(f1; f2; : : : ; fi; : : : ; fk) then there are k di�erent corre-
sponding weights, W1;W2; : : : ;Wk. Based on this im-
age model, the relevance feedback method is described
below:

1. All the weights are initialised to a �xed value of
1. W1 =W2 = : : : =Wk = 1.

2. The feature components are updated by multi-
plying them with their corresponding weights as
follows:

8i=1;k fi =Wifi (8)

3. The query image is represented as follows: Iq =
[q1; q2; : : : ; qk] where q1; q2; : : : ; qk are the feature
components for the query image. The query fea-
ture vector is also updated by multiplying it with
the corresponding weights:

8i=1;k qi =Wiqi (9)

4. The similarity between the query image (Iq) and
the database images (I1; I2; ::; In) is computed us-
ing the image retrieval systems appropriate sim-
ilarity measure (M), SimM(Iq; Ii), where Iq is
the query image and Ii is the ith image in the
database.

5. The database images are then ordered according
to their proximity to the query image Iq . The
system displays the top L images to the user. The
value of L can vary according to the user's need.

6. The user marks the highly relevant images from
the set of displayed images. The weights associ-
ated with each feature are then updated based on
the user's feedback. The features that better rep-
resents user's perception will be assigned higher
weights. The procedure for updating the weights
is explained in the next section.

7. The image feature components are updated using
equation 8. The similarity of the images is re-
computed using the updated values of the feature
components and displayed to the user.

8. This procedure (steps 2 - 8) is repeated until the
user is satis�ed with the results.



(a) a (b) b (c) c

Figure 1: Similar images

(a) a (b) b (c) c

Figure 2: Similar images based on texture

3.2 Computing the Feature Component
Weights

The users of image retrieval system can have dif-
ferent perception about the components in the fea-
ture vector. For example, a particular user may per-
ceive blue colour more signi�cantly than red colour
and hence when computing the weights a higher value
should be assigned to the blue colour pixels as com-
pared to the red colour pixels (in the RGB spectrum).
The relevance feedback mechanism should be able to
capture the user's perception and retrieve images ac-
cordingly. Images are normally retrieved based on low
level image features whereas the user's thoughts are
in terms of high level semantic objects. A mechanism
is designed to compute the weights for the di�erent
features which is based on a standard deviation ap-
proach. The feature vectors of all the images that are
returned by the user as relevant are examined. If the
user returns R(R � L) relevant images, a matrix of
size R �K is formed using the feature vectors which
have K components each. If a particular component
in this matrix has very similar values, it implies that
it is an important component from the user's perspec-

tive. This component should therefore be assigned
a higher weightage. On the contrary, dissimilar val-
ues for a particular component imply that the com-
ponent is not relevant to the user's information need
and should be assigned a lower weight. The matrixM
has K columns each representing one feature compo-
nent. Each column has R elements. If the R values are
similar then a higher value is assigned to the weight
corresponding to this component and vice versa. The
weights are computed as follows:

� The inverse of the standard deviation of each col-
umn is used to update the weight for that col-
umn. Standard deviation shows the variation of
the feature values over the entire set. Therefore
if the standard deviation is high for a particular
feature component, the feature values are spread
apart and not very similar. This particular fea-
ture component is therefore not important and
should be assigned a lower weight. The inverse
of the standard deviation (Wi = 1=�i) would be
a small value in this case as �i is high. The
same concept is applicable to the feature compo-
nents where the standard deviation is very low.



These components have very similar values and
are important components as far as the user is
concerned. They should therefore be assigned a
higher weight. The inverse of the standard devia-
tion (Wi = 1=�i) would be low in this case and is
therefore assigned as the weight for this particular
feature component.

� After computing the weight for all the feature
components, they are normalised over the entire
set of weights.

Wi =
Wi

PK

i=1Wi

(10)

4 Experimental Results
The performance of the model is measured by build-

ing an experimental prototype system. The image fea-
tures used in the experiments are colour and texture.
Colour is represented by computing the colour his-
tograms and texture is represented using Gabor �l-
ters [5]. The objective of the experiments is to show
that when the model is used to reduce the dimension-
ality of the image vectors, the retrieval performance
does not decrease drastically. The image collection
used contains 109 images which are in 24-bit colour.
The image feature vectors are reduced to a dimen-
sionality of 125 using the image model and the per-
formance is measured. The dimensionality is further
reduced steadily and the performance is measured at
each level. Figure 3 shows the precision-recall values
at varying dimensionalities. From the graph, it can
be observed that the performance does not degrade
signi�cantly even when the dimensionality is reduced
to a very low value. This is because the image model
identi�es the dominant components from the feature
set and eliminates the less signi�cant components dur-
ing the dimensionality reduction process. The low di-
mensionality makes the image retrieval system very
compact and therefore simpli�es the indexing and re-
trieval process. It also improves the response time of
the system as the search and retrieval time is reduced.
The relevance feedback technique proposed allows the
user to submit a query and then re�ne his/her infor-
mation need via relevance feedback. This technique
greatly reduces the user's e�ort of composing a com-
plex query and captures the user's information more
precisely. This further improves the performance of
the image model as observed in Figure 4.

5 Summary
This paper presented a mathematical model to re-

duce the dimensionality of image vectors in an im-
age retrieval system. The model uses the concept of
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eigen-vectors and eigen-values to identify the domi-
nant components in the image vectors for a particular
image data set. This allows the administrator to ig-
nore the less signi�cant values and make the model
very compact. This improves the response time of the
system as the indexing and retrieval process is simpli-
�ed. The reduced dimensionality doesnot a�ect the
retrieval performance. This has been demonstrated in
the experimental results. The image model presented
therefore provides a mechanism to improve the perfor-
mance of image retrieval systems.
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