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Abstract
To provide mutimedia applications with new func-

tionalities, such as content-based interactivity and
scalability, the new video coding standard MPEG-4 re-
lies on content based representation. This means a
prior decomposition of a video sequence into semanti-
cally meaningful, physical objects. We formulate this
problem as one of separating foreground objects from
the background based on motion information. We
present in detail an unsupervised video segmentation
technique which uses the watershed transformation for
spatial segmentation. We first give an outline of the
algorithm and then proceed to explain each of the steps
in detail.

1 Introduction
Data and signal modeling for images and video se-

quences is experiencing important developments. Part
of this revolution is due to a need to support a large
number of multimedia services. Traditionally, digital
images were represented as rectangular arrays of pix-
els and digital video was seen as a flow of frames. New
multimedia applications imply a representation that is
closer to the real world. For example in the MPEG-4
standard [1], a video sequence is considered to consist
of independently moving objects and is encoded ob-
ject by object. In this case, the representation based
on an array of pixels is not appropriate if one wants to
interact with objects in the image. As a consequence,
the data modeling has to be modified and has to in-
clude regions of arbitrary shapes to represent objects.
In the following, we make a distinction between an ob-
ject which is a 2-D representation of an entity which
has a semantic meaning and a region which is a con-
nected component of space defined by a homogeneity
criterion.

A number of techniques and algorithms for video
segmentation have been proposed, each having its own
features and applications. In [2] and [3] frames in a
video sequence are spatio-temporally segmented one

after another, independent of each other. The ap-
proach presented in [4]–[6] deals with the sequence as
a 3D (2D plus time) signal and, therefore, performs
a 3D segmentation. Here the sequence is split into
3D blocks of a given number of frames and these 3D
blocks are segmented. In [7], motion projection is used
for temporal tracking. Motion projection may result
in uncovered and overlapping regions. These regions
are considered as new regions.

Our technique consists of two phases: initial seg-
mentation and temporal tracking. For initial seg-
mentation, Gaussian blurring followed by a watershed
transformation is used to segment the first frame of
the video sequence into homogeneous regions. Then
motion parameters of a simplified linear model are es-
timated for each region, and regions with a coherent
motion are merged to form a moving object. Temporal
tracking is used to segment the subsequent frames of
the video sequence. It consists of motion projection,
marker extraction and the modified watershed trans-
formation. The algorithms for this technique and the
results obtained are discussed in detail in the following
sections.

2 Initial Segmentation

The technique is initialized by the spatio-temporal
segmentation of the first frame of the sequence. It
consists of three phases: spatial segmentation of the
first frame of the sequence into regions based on lu-
minance, motion parameter estimation for each region
and merging of the regions to form moving objects.

2.1 Spatial Segmentation
The watershed algorithm is used to spatially seg-

ment the first frame of a video sequence. It consists
of the following steps:

1. Image Simplification: The image is first pre-
filtered using a Gaussian low-pass filter. This
smoothens the image and reduces the noise in it.



2. Gradient: The gradient vector at each pixel of
this smoothened image is computed using the So-
bel operator. The magnitude of this gradient is
computed and used for the watershed transfor-
mation.

3. Watershed Transformation: Watershed transfor-
mation [8] is performed on the magnitude of the
gradient. Every local minima of the gradient
leads to a region in the resulting segmentation.

4. Region merging based on gradient: After the wa-
tershed transformation, some regions need to be
merged because of possible over segmentation. In
real images, there are thousands of intensity min-
ima and associated watershed regions. In this
case, the image is over segmented and the prob-
lem is identifying which watershed boundaries
mark significant image structures. To reduce the
number of regions, we go through a region merg-
ing step where adjacent regions are merged ac-
cording to a criterion based on the gradient along
the border of adjacent regions. If the length of
the common contour between two regions is more
than 5 pixels and the average gradient along this
common contour is less than a threshold T1, the
two regions are merged. (The average gradient
is equal to the sum of the gradient at each con-
tour pixel divided by the total number of contour
pixels).

Fig. 1 shows the first frame of the table tennis se-
quence and the spatial segmentation of that frame (af-
ter Step 4). Here we used a zero mean Gaussian filter
of spatial variance 1 for simplification. The threshold
T1 was set to 15.
2.2 Motion Estimation

Motion estimation is required for motion-based re-
gion merging and also for motion projection. The spa-
tial segmentation step partitions the image into homo-
geneous regions based on luminance. A moving object
may be composed of several such regions following a
coherent motion. Since the objective of video segmen-
tation is to separate and track moving objects, the
regions must be merged according to their motion in-
formation to form moving objects. The motion of a
region is described by a linear simplified model:[

dx
dy

]
=
[

cos θ − 1 sin θ
− sin θ cos θ − 1

] [
xi
yi

]
+
[
Tx
Ty

]
where (dx, dy) is the motion vectors at position
(xi, yi), θ is the rotation angle and Tx and Ty are the
translations in the x and y directions.

The motion parameters are estimated using the in-
direct parametric motion estimation method [9]. In
this method a dense optical field is first estimated
using the Horn-Schunck method [10]. Based on the
above estimated optical flow and using the spatial seg-
ments obtained from the algorithm of Section 2.2, the
motion parameters of the respective regions can be
computed. For this purpose a least mean square tech-
nique is used [11].
2.3 Region merging based on motion

Adjacent regions with coherent motion should be
merged together to form moving objects. The similar-
ity between two regions in terms of motion is measured
by the increment of the mean-square motion compen-
sation error. Region merging is realized in the follow-
ing steps.

1. For every region Ri, motion parameters are esti-
mated. The sum of square compensation error Ei
is also calculated for each region. Ei is given by

Ei =
∑
j

[
(dx − uj)2 + (dy − vj)2

]
Here j ranges over all the pixels (xj , yj) in the
region Ri. uj and vj are the x and y components
of the flow vector at pixel (xj , yj) estimated using
the Horn-Schunck method. (dx, dy) is the motion
vector at pixel (xj , yj) computed using the motion
parameter model.

2. For every two adjacent regions Ri and Rj , a set
of motion parameter is estimated for both of the
regions combined together (Ri ∪ Rj). Let Ei,j
denote the sum of square compensation errors of
the two regions when they are compensated using
this set of motion parameters. The increment of
mean square motion compensation error is calcu-
lated by ∆i,j = (Ei,j - Ei -Ej)/(Ni+Nj), where
Ni and Nj are the number of pixels contained in
regions Ri and Rj , respectively.

3. If the value of ∆i,j is smaller than a predefined
threshold T2 , then the corresponding regions are
merged.

4. Update all of the Ei, ∆i,j , and Ni which are re-
lated to the merged regions. Go to Step 3 for
merging other regions until every ∆i,j is greater
than T2.

Fig. 2 shows the result of motion-based region
merging for the spatial segmentation shown in Fig. 1.
Here motion parameters are estimated with respect to
the second frame of the sequence. In this example the
threshold T2 was set to 0.0005.



3 Tracking
Tracking in the temporal domain is performed after

the spatio-temporal segmentation of the first frame, to
segment the subsequent frames of the video sequence.
It consists of four steps: Motion projection, extrac-
tion of markers, modified watershed transformation
and region merging.

First the segmented objects in one frame are pro-
jected according to the estimated motion parameters
into the next frame. This establishes a correspondence
of moving objects between frames. As the projections
do not form a complete and accurate segmentation of
the next frame, pertinent parts of these projections
are extracted as markers. The final segmentation is
obtained from these markers and the modified water-
shed transformation.
3.1 Motion Projection

Let f(x, y, t) and f(x, y, t+ 1) denote two consecu-
tive frames of a video sequence at times t and t+1 re-
spectively. Suppose f(x, y, t) has been segmented into
n moving objects Oi, for 0 < i ≤ n, and motion pa-
rameters for each moving object have been estimated
with respect to f(x, y, t+1). Then, the correspondence
of Oi in frame f(x, y, t+1) can be roughly obtained by
projecting Oi in frame f(x, y, t + 1) according to the
motion information. Let (dxi, dyi) denote the motion
field within moving object Oi, which is generated from
the estimated motion parameters. The projection of
Oi into f(x, y, t+ 1) is described by:

Pi = {(x+ dxi, y + dyi) | (x, y) ∈ Oi} (1)

The union of all of the projections Pi, for 0 < i ≤ n,
may not cover the whole frame t+1, and one projection
may overlap another due to occlusions between frames.
Uncovered areas are segmented using the modified wa-
tershed transformation. The correspondence of over-
lapping areas is ambiguous. To solve this problem,
projection error of intensity are used. Equation (1)
indicates that pixel at (x, y, t) corresponds to pixel at
(x + dx, y + dy, t + 1) according to estimated motion
parameters. If pixel at (x, y, t) really moves to pixel
at (x+ dx, y+ dy, t+ 1), the projection error of inten-
sity |f(x, y, t)− f(x+ dx, y + dy, t+ 1)| must be very
small. Hence, if two pixels p1(t) and p2(t) in frame
t are projected to pixel p(t + 1) in frame t + 1, the
one which has smaller projection error is selected as
the correspondence of p(t + 1), and the other one is
considered as a false correspondence.
3.2 Extraction of Markers

A marker is a set of pixels labelling an object. From
the marker, the watershed transformation can locate
the boundary of the object. Hence, a marker of an

object should be completely included in the object.
If a projected marker is completely included in the
region of the corresponding moving object, it is a good
marker for this object.

There are three cases in which the projected ob-
ject should not be directly used as a marker. The
first is that most of the projected object is included
in the region of the corresponding moving object, but
a small portion is protruding out. The second one is
that the projected object significantly overlaps a new
object which did not exist in frame t. In the third
case, the moving object of frame t, exits from frame
t + 1, so that the projected object is falsely included
in the region of other moving objects. Considering
the first case, a marker should be the internal area
of the projected object. The area near the bound-
aries of the projected object should not be used as
marker. In the second case two situations are pos-
sible. If the pixel at (x, y, t) correctly projects on to
pixel at (x+dx, y+dy, t+1), then the projection error
|f(x, y, t)−f(x+dx, y+dy, t+1)| would be small. On
the other hand if pixel at (x, y, t) projects to a pixel, in
frame t + 1, which corresponds to a new object, then
the projection error would be large. In case three,
since the object of frame t, has exited, the projection
error would always be large. Hence the disturbance
of new objects and disappearing objects can be elim-
inated by thresholding projection errors. Markers are
therefore extracted in the following manner:

1) The interior area Ii of projection Pi is obtained
by eroding Pi with a square structuring element of
5× 5 pixels.

2) Compare the projection error of every pixel in Ii
with a threshold T3. The pixels with a projection error
smaller than T3 are taken as markers of the moving
object.
3.3 Modified Watershed Transformation

After marker extraction, the modified watershed
transformation is used to segment the t + 1 frame.
The extracted markers are imposed as minima on the
gradient image and used as initial catchment basins,
irrespective of the gradient values within the area of
the markers. The gradient minima in other areas are
not suppressed. The flooding operation is now per-
formed in a similar manner to the original watershed
transformation.
3.4 Region Merging

After the modified watershed transformation the
resulting regions are merged according to motion in-
formation. This is because motion is not taken into
account in case of new regions and new regions may
be parts of a new object.



4 Results and Discussion
In this section the results obtained by using the al-

gorithm with the table-tennis video sequence are dis-
cussed.

As explained earlier, directly applying the water-
shed algorithm to the input image results in a highly
over-segmented image. To reduce the number of seg-
ments, we pass the first frame through a Gaussian
low-pass filter of mean (µ) = 1 and standard deviation
(σ) = 1. ( σ2 is the variance in the spatial domain,
variance in the frequency domain will be scaled by a
suitable factor). Fig. 1 shows the first frame of the ta-
ble tennis sequence and the corresponding segmented
frame.

(a) (b)

Figure 1: (a) The first frame of the tennis video se-
quence. (b) The spatial segmentation of this frame.

Once we have the segments for the first frame, we
use the motion information between the first frame
and the second frame to merge those regions which
move in the same way. After this step, the resulting
segments are semantically meaningful, i.e. the seg-
ments represent physical objects in the image. The
results obtained on region merging between the first
and the second frames are shown below. As described
in the previous sections, we have used the Horn-
Schunck method for motion vector estimation and a
least square method for motion parameter estimation.
Fig. 2 shows the result of motion based region merg-
ing for the segmentation of Fig. 1. Here, threshold T2

was set to 0.0005.
Temporal tracking is performed after the first frame

of the video sequence has been segmented into mov-
ing objects. The objective of temporal tracking is to
segment the subsequent frames of the sequence and to
establish a correspondence of moving objects between
frames. Temporal tracking is performed in three steps:

1. Motion projection

2. Marker extraction

Figure 2: Result of motion based region merging for
the first frame

3. Modified watershed transformation

4. Region merging.

We present below the marker image and the re-
sults obtained using the modified watershed transfor-
mation.

Figure 3: The marker image with the background as
one of the markers.

In Fig. 4 since the background is one of the mark-
ers and the table is part of the background, the table
does not appear in the segmented image. To remedy
the problem, we eliminate the largest region as one of
the markers. The largest region is most probably the
background region and this will allow the segmented
image to have objects in the background as segments.

It can be seen in the above images that the table
tennis ball appears in its correct position. This is be-
cause only those pixels are taken as markers which
satisfy the projection error criteria.

The segmentation of six frames of the tennis video
sequence obtained by the above technique is depicted
in Fig. 6. In the segmented video sequence, segments
are demarcated by white boundaries. Notice that even
though the ball moves significantly between frames it



Figure 4: The segmented image using the modified
watershed algorithm.

Figure 5: The table now appears as a separate segment
when we no longer take the background as one of the
markers.

is tracked correctly. Due to Gaussian blurring the
background which has a noisy texture and several lo-
cal minima appears as one segment. Also the racket is
segmented as one object as it follows the same motion.

Fig. 7 shows the segmentation and tracking results
for the “Claire” video sequence.
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Figure 6: The segmented frames of the tennis video sequence

Figure 7: Result of segmentation for the “Claire” video sequence


