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Abstract
  A neural network based face recognition system
is presented in this paper. The system consists of
two main procedures. The first one is face
features extraction using Pseudo Zernike
Moments (PZM) and the second one is face
classification using Radial Basis Function (RBF)
neural network. In this paper, some new results
on face recognition are presented. Simulation
results indicate that PZM with RBF neural
network produce higher detection and lower
missing rates than several existing state-of-the-
art face detection systems, with an average false
detection rate. Also experimental results show
that high order degrees of PZM contain very
useful information about face recognition
process. The proposed system has been applied
on face database of Olivetti Research
Laboratory (ORL) with very good results.

1  Introduction
     Automatic face recognition has received
significant attention from the communities of
computer vision, neural network and signal
processing [1]. The interest is motivated by
applications such as access control systems,
model-based video coding, criminal
identification and authentication in secure system
like computer or bank teller machines. Although
many face recognition by human beings and
machines, it is still difficult to design an
automatic system for the task because in real
world, illumination, complex background, visual
angle and facial expression for face images are

highly variable [1,2]. Several methods have been
proposed for face detection, including graph
matching [3], neural networks [4,5,6], and also
geometric feature based [7]. Generally in the
procedure of machine face recognition two
issues are central: (1) what features can be used
to represent a face under environment changes?,
and (2) how to classify a new face image, based
on the chosen features, into one of the
possibilities. In first issue, many successful face
feature extraction procedures have been
presented and developed. In this paper we used
PZM based on central moments as face features.
The advantages of considering PZM are that they
are shift, rotation and scaling invariant and very
robust against noise. Also simulation results
indicate that these features are very robust
against change of face expression. In the other
hand, PZM transform the input image into very
low dimensional features vector, this
optimization of feature set allows the designer to
focus on complex and correct classifier.
  In second issue, classifier plays an essential role
in the face detection process. In many face
recognition systems, the Nearest Neighbor is
widely used for classification. Neural network-
based (NN) classifier has been proven to have
many advantages for classification such as
incredible generalization and good learning
ability. The NN approach takes the features
vector as input and training a network to learn a
complex mapping for classification and using of
the NN for classification avoids the need for the
simplification of the classifier. In this work, face
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classifier is implemented via RBF neural
network to take advantage of NN approaches.
  The organization of this paper is as follow:
section 2 describes the face feature extraction
method. Face classifier technique is presented in
section 3. Experimental results are shown in
section 4 for comparing our system with other
systems.

2     Face features extraction
  The invariance properties of moments of
images have received considerable attention in
recent years. The term invariant denotes an
image feature remains unchanged if that image
undergoes one or a combination of the changes
such as: change of size (scale), change of
position (translation), change of orientation
(rotation), and reflection. Above properties of
moments, occurred that moments have been
proposed as pattern sensitive features in
classification and recognition applications.
  In this paper Pseudo Zernike Moments (PZM)
is proposed as facial features in face recognition
system. PZM as statistical features are very ease
of use, computing and extraction, also the
advantage of PZM is that they are very robust
against noise. Also simulation results indicates
that PZM as face features are very robust against
change of face expression.
2.1 Pseudo Zernike Polynomials and
Moments
  Zernike and Pseudo Zernike polynomials are
well known and widely used in the analysis of
optical systems. Pseudo Zernike Polynomials are
an orthogonal set of polynomials of following
form:
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Where )y,x(Vnm denotes a complete set of
complex-valued polynomials, in two real
variables x and y, which are orthogonal in the
interior of the unit circle, n represents the degree
of the polynomials, m represents its angular
dependence, )y,x(Rnm  represents a real-valued
set of polynomials inside the unit circle as
follow:
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  The Pseudo Zernike Moments are defined as
follow:
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From the above equations, it is obviously
determined that m,n

*
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these moments only computed for positive value
of m.

2.2   PZM based on Central Moments
  For remaining shift invariant property of
moments, we used central and radial moments
for computing PZM. This done as follows:
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Where 2/)msn(k −−=  and
2/)1msn(d +−−=  , j,iCM  is the central

moments and j,iRM  is the radial moments.
  For each face image these moments are
computed as face features.

3  RBF NN-based Classifier
  RBF neural networks have recently attracted
extensive research interests in community of
neural networks because: (1) they are universal
approximations, (2) they have very compact
topology, (3) their learning speed is very fast
because of local-tuned neurons, (4) they possess
the best approximation property. In this paper,
RBF neural network is used as classifier in face
detection system.

3.1  Structure of RBF Neural Network
  Figure 1 is showed the basic structure of RBF
neural networks.

Figure1: RBF neural network
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The output of the ith RBF unit is as follow:
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where x is an input feature vector with r
dimensional, ic  is a r-dimensional vector named
center of RBF node, n is the number of hidden
node . Typically, )x(R  is chosen as a Gaussian
function as follow:
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The jth output of RBF neural network is:
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Where ),(2 ijw  is the weight of the ith RBF
node to the jth output node and )( jb  is the bias
of the jth output. The  bias is not considered in
this in order to reduce network complexity.
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3.2    Classifier Design
  For designing classifier based on RBF neural
network, we set the number of input nodes in
input layer of NN equal to the number of features
that determined based on number of PZM. The
number of nodes in output layer is set to the
number of image classes. The selecting RBF
nodes we do following steps:
1) We initially set the number of RBF nodes
equal to outputs.
2) For each class s, s=1,2,…,k, the center of RBF
nodes is selected as the mean value of the sample
feature belonging to the class, i.e.
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where ),( irp k  is the ith sample with r-
dimention(number of PZM is r) belonging to
class k and kN is the number of image in class
k.
3) For any class k, compute the distance kd from

the mean to the furthest point k
fp belonging to

class k:
|| kk
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4) For any class k, compute the distance
),( jkdc  between the mean of class k and the

mean of other classes as follow:
||),( jk CCjkdc −=  ,  j= 1, 2….s, kj ≠

Then find )),(min(),(min jkdclkd =  and

check the relationship between ),(min lkd  and

kd , ld . If  ),(min lkddd lk ≤+  then class k
has no overlapping with other classes, otherwise
class k has ovrlapping with other classes and
misclassifications may occur in this case.
5) For all the training data, check how data are
classified.
6) Repeat step 2 to 5 untill all the training sample
patterns are classified satisfactorily.
7) The mean values of the classes are selected as
the centers of RBF nodes.
In this paper, a hybrid learning algorithm, which
combines the gradient method and Linear Least
Squared (LLS) method to adjust the parameters
is used that presented in [8].

4   Simulation Results
  Experimental Studies are carried out on the
ORL (Olivetti Research Laboratory) database
image of Cambridge University. In this database
the total number of images for each person is 10.
None of the 10 samples are identical to each
other. They vary in position, rotation, scale and
expression. The change in orientation has been
accomplished by rotating the person a few
degrees (maximum 20 degree) in the same plane,
and also each person has changed his face
expression in each 10 samples. The change in
scale has been achieved by changing the distance
between the person and the video camera. Each
image was digitized and presented by 112*92
pixel array whose gray levels ranged between 0
and 255. One sample of these images is shown in
figure 2. Like the experiment of [9] and [10] we
also use a database of 400 images of 40
individuals. A total of 200 images are used to
train and another 200 are used to test, where each
person has 5 images.
In feature extraction step with Pseudo Zernike
Moments, simulation has been done in three step
based on degree of the Pseudo Zernike
Polynomials (n). Experimental results are shown
in Table 1 and Table 2 respectively. In Table 1
training data used as training images and testing
data as testing images and in Table 2 testing data
used as training images and training data as
testing images.



 We also define the average error rate as follow:
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Where m is the number of experimental runs,
each being performed on random partition of the
database into sets, i

mN  is the number of

misclassification for the ith run, and tN  is the
number of total testing images for each runs. The
comparison with Convolutional Neural Network
(CNN) approach [9] and Nearest Feature Line
(NFL) approach [10] using the same ORL
database in terms of average error rate is shown
in Table 3.

Table 3: Error rate in different methods
Methods

aveE %
CNN 3.83
NFL 3.125
Our Method 1.2

The lowest error rate achieved by our method is
based on these condition: m=3, Number of PZM
is 21. The way to partition the training set
and query set is the same as that of [9] and
[10]. For NFL method, the best error rate is
the average of the error rates obtained on the
condition: m=4, number of features is 40,
and query set is the same as that of [9] and
[10]. For NFL method, the best error rate is
the average of the error rates obtained on the
condition: m=4, number of features is 40,
whereas the average error rate obtained by
CNN in Table 3 is based on m=3.
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Table 1: Error rate and parameter
Features Training Test
No. of
PZM PZM Order No. of

Epochs RMSE(1) No. of
Misclassification

Error
rate(2)

25 60 ≤≤ n 30 ~ 50 0.03 ~ 0.02 2 1%
24 86 ≤≤ n 20 ~ 35 0.02 ~ 0.01 1 0.5%
21 109 ≤≤ n 15 ~ 22 0.04 ~ 0.03 0 0

    (1)RMSE : Root Mean Squared Error
    (2) Error rate = Number of misclassification / Number of total testing pattern

Table 2: Error rate and parameters
Features Training Test
No. of
PZM PZM Order No. of

Epochs RMSE(1) No. of
Misclassification

Error
rate

25 60 ≤≤ n 50 ~ 70 0.04 ~ 0.03 6 3%
24 86 ≤≤ n 45 ~ 50 0.02 ~ 0.01 5 2.5%
21 109 ≤≤ n 30 ~ 40 0.04 ~ 0.03 3 1.5%

Figure2: Sample of Face images on ORL database
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