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Abstract
In this paper we have presented a scheme for cate-

gorization of objects based upon appearance informa-
tion. The appearance information has been encoded
using principal component based representations. A
new scheme has been suggested for constructing ap-
pearance hierarchy through combination of the appear-
ance space of individual objects. A categorization al-
gorithm has been presented which exploits the features
of the appearance hierarchy. Experimentations have
produced encouraging results.

1 Introduction

Generic object recognition strategies endeavor to
recognize objects based upon coarse, protypical rep-
resentations taking into account possible variabilities
of the object appearance. In this paper we have pre-
sented a generic object recognition scheme using ap-
pearance based representation.

Appearance based techniques are being widely used
for object recognition because of their inherent ability
to exploit image based information. Appearance based
object recognition methods make recognition systems
easily trainable from visual data. These systems typi-
cally operate by comparing a two-dimensional, image-
like representation of object appearance against pro-
totypes stored in the memory, and �nding the closest
match. A class of appearance based methods make
use of a lower dimensional subspace of the higher di-
mensional representation memory for the purpose of
comparison. Murase et. al. [5] propose an approach
based upon principal component analysis. In this ap-
proach, appearance information is stored in the form
of uncorrelated components and the object recognition
is done by �nding the nearest neighbor of the projec-
tions of unknown images using the Euclidean Distance
norm. Pentland. et al. [8] have used view-based and
modular eigenspaces for face recognition. In [2] simi-
lar approach has been used for parametric modeling of
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shape. However, the problem of object categorization
using appearance representation has remained largely
unaddressed.

For generic object recognition a class of methods
has been proposed which exploits functional role of
the 3D objects. The categorization scheme reasons
about form and function of 3D objects [7]. In [3], an
approach has been suggested for categorization based
upon similarities with multiple class prototypes. An-
other scheme that has been proposed is to build up
visual classes to classify the objects on the basis of
�eld histograms [6]. However, none of these meth-
ods have the provision for building up the category
hierarchy using purely image based information. In
[1], rejectors are de�ned to eliminate a large section
of the candidate classes. These rejectors can be com-
bined to form composite rejectors so that �nally the
recognition algorithm is applied to a smaller set. Al-
though it reduces the number of candidates, it is still
far from solving the pattern recognition problem which
exists for the remaining data set. In this paper, we try
to address this aspect by classifying hierarchically so
that at each stage we have a smaller number of can-
didate classes with an increasing degree of speci�city.
We have proposed a method of eÆciently building a
category hierarchy for generic object recognition us-
ing PCA based representation of appearance informa-
tion. The recognition scheme uses a decision criterion
based upon reconstruction error for the purpose of cat-
egorization. The �nal outcome by our method is the
classi�cation of a test image. Experimentations have
established utility of the method.

The remaining paper is organized as follows. In sec-
tion 2, we present a mechanism for building up the ap-
pearance class based hierarchy for the representation
of these objects. Section 3 describes the classi�cation
algorithm based on the appearance hierarchy that we
have proposed. The results of the performance of the
classi�cation mechanism have been presented in sec-
tion 4. Section 5 concludes the paper.



Figure 1: A sample hierarchy

2 Representation of Objects and Ob-

ject Collection

In this section we describe the scheme proposed for
collection and representation of di�erent views of a
generic object. This is facilitated by the generation of
a compact eigen space based representation of the dif-
ferent views of these objects [5]. This, in fact provides
an optimal representation of all the salient features of
the object.

The appearance spaces of the individual objects are
considered as elemental units in our collection. We
propose to group these units into semantically mean-
ingful categories. These categories, organized in a hi-
erarchy can support query processing, particularly for
QBE (query by example) scenario where we often need
to categories the given example for retrieving similar
objects. Hierarchy helps in �nding the nearest generic
category in the absence of an exact match. In this sec-
tion, we describe the mechanism adopted for building
up the hierarchical appearance space.

2.1 Hierarchical Combination of Appear-
ance Space

We consider representation of a generic object in
terms of eigen vectors of its appearance space. We
propose to combine eigen vectors of semantically re-
lated objects for constructing appearance space of the
categories. In this section we show that construction
of the appearance space using multiple view of an ob-
ject is equivalent to that of using eigen vectors of the
appearance space of each that object.

A particular view of an object is taken as an m�n
image. This is written in the form of a mn � 1 vec-
tor called image vector. Using multiple views of the
generic object, we get a set of image vectors. Ele-
mentary sets consist of image vectors corresponding
to di�erent views of the object.

Let
C1 = ff1; f2; � � � ; fn1g

C2 = fg1; g2; � � � ; gn2g

be two elementary sets, such that C1 \ C2 = �. The
f 0is and g0is are image vectors corresponding to each
view of the object. Appearance space of an elementary
set can be obtained by Principal Component Analysis
(PCA) [5]. Consider one such set C1. The correspond-
ing set of orthonormal basis vectors are denoted by

WC1
=< e1; e2; � � � ; enm >

A derived appearance class is the one which is obtained
by doing a PCA on two or more appearance classes.

2.1.1 Reconstruction Error

Since we are characterizing classes of objects by ap-
pearance classes, we need to address the problem of
reconstruction error incurred when the reconstruction
is with respect to these appearance classes. De�ne

bA = [e1 e2 � � � enm]

The projected vectors are

bfi = cAtfi; i = 1; 2:::n1

Now given bA and bfi; i = 1; 2; :::n1, we can reconstruct

fi; i = 1; :::n as cAt
�1 bfi (here bA is invertible as all the

eigenvalues are used and these are linearly indepen-
dent).

If all the eigen vectors are used then the reconstruc-
tion is exact and the reconstruction error is zero. In
order to use the minimum information, we use lesser
number of eigen vectors. We de�ne

eA = [e1 e2 � � � ek]



Figure 2: Model Images used to build up the representation space

and gWC1
=< e1; e2; � � � ; ek >

gWC1
is a subspace ofWC1

. Then the projected vectors
are the k � 1 vectors

efi = fAtfi; i = 1; 2; � � � ; nm

Now if we wish to reconstruct fi from efi; i =
1; 2; � � �nm and eA, we get an approximation, say f�i
to the image vector. Then

f�i = eA�t efi
where eA�t is the generalized inverse of eAt. The re-
construction error is given by RE = jjfi � f�i jj. By
property of PCA, the reconstruction error is minimum
if gWC1

consists of eigen vectors corresponding to the
largest eigen values. The choice of this is to be empiri-
cally decided. For our case we have used eigen vectors
which contain 90% of the information. This has been
discussed in greater detail in section 3.

If fi 2WC1
, the reconstruction error RE is bounded

by RE � �nm
i=k+1�i where �is are the smaller eigen-

values of AAt. But an image vector f in general, is a
vector in Rmn, we will characterize the reconstruc-
tion of one such vector in general, with respect to
WC1

, say, when f 2 WC1
. The best reconstruction,

with the least reconstruction error, is given by the
bestapproximation of f in the space WC1

. The next
theorem de�nes the best approximation [4].

Theorem 2.1 Let W be a subspace of the space Rmn

and let f be a vector in Rmn, then

1. The vector f� 2 W is the best approximation to f
by vectors in W i� f � f� is orthogonal to every
vector in W .

2. If a best approximation to f exists, it is unique.

3. If W is �nite-dimensional and B =
fe1; e2; � � � ; emng is any orthonormal basis
for W , then the vector

f� = �k

(f jek)

jjkjj2
ek

is the best (unique) approximation to f by vectors
in W .

In our case, W = B = WC1
, and hence a best ap-

proximation can be found. The reconstruction error
RE = jjf � f�jj. By the de�nition of best approxima-
tion jjf � f�jj � jjf � hijj for all hi 2WC1

.

2.1.2 Class hierarchy

The class hierarchy can be established as follows :
We consider two sets C1 and C2 as de�ned above. We
construct their appearance classes WC1

and WC2
re-

spectively. Here

WC1
= fe1; e2; � � � ; enmg

WC2
= fe01; e

0

2; � � � ; e
0

nmg



Figure 3: A sample hierarchy

Consider D =WC1
[WC2

. We do a PCA on this and
obtain the corresponding appearance class WD . The
eigenvectors e1; e2; � � � ; enm and e01; e

0

2; � � � ; e
0

nm corre-
sponding to the appearance classes WC1

and WC2
are

able to span the appearance classWD. Again take the
set C = C1 [ C2 and obtain its appearance class WC .

The following theorem establishes the basis for
building up the class hierarchy.

Theorem 2.2 Let C1 = ff1; f2; � � � fn1g and C2 =
fg1; g2; � � � ; gn2g are two sets of image vectors such
that C1 \ C2 = �. Let WC1

and the WC2
be the

corresponding appearance classes, computed by doing
a PCA. Now we construct the appearance class of
C = C1 [ C2 say WC and of D = WC1

[ WC2
say

WD. Let f 2 Rmn be any image vector. Then the
reconstruction error when f is reconstructed with re-
spect to the appearance classes WC and WD are the
same.

Proof : De�ne

A = [f1 f2 � � � fn1 ]

By doing a SVD of A we get

A = U�V t

= [u1 u2 � � � umn]�[v1 v2 � � � vn1 ]
t

where � =

0
BBBBB@

�1 0 0
0 �2 0 0

0 0
. . . 0

0 0 0 �r
O � � � � � � O

1
CCCCCA

and r is the rank

of A. (It may be noted that r is atmost mn.) Also

it can be shown that AAtui = �2i ui , that is, �
2
i are

the eigen values of AAt and ui are the corresponding
eigen vectors. It can be shown that [4] fu1; u2 � � �urg
is an orthonormal basis for the range R(A) of A. If
rank(A) = r � n then the elements of C1 are not
linearly independent. By taking the canonical basis

we get A

0
BBB@

1
0
...
0

1
CCCA = f1 ) f1 2 R(A) . This can be

shown for all fi 2 C1. Thus C1 � R(A). Therefore
WC1

is an orthonormal basis for C1. Hence

WC1
=< u1; u2; � � � ; ur >= C1

Similarly de�ne B = [g1 g2 � � � gn2 ] and rank(B) =
s, then as above fv1; v2; � � � ; vsg is an orthonormal ba-
sis for C2. Therefore

WC2
=< v1; v2 � � � vs >= C2

Now de�ne C = [AjB] and WC is the orthonormal
basis of < C >. Also D = [WC1

jWC2
] and WD is the

orthonormal basis of < D >.

D = [u1 u2 � � � urjv1 v2 � � � vs]

f 2< D >) f = �i(�iui + �ivi) = �i(�i(�jjfj) +
�i(�jÆjgj)) ) f 2 C. Again g 2 C ) g 2 �i(�

0

ifi +
�0igi) = �i(�

0

i(�j
0

juj) + �0i(�jÆ
0

jvj)) ) g 2< D >.
Therefore < C >=< D > and WC1

=WC2
.

When we are doing a PCA we are concerned with
the projection on the range space. The contribu-
tion in terms of error from R? (complement of the



range space). By taking the orthonormal basis, that
is, fu1; u2; � � � umg we get the entire basis for PCA .
But the contribution to the reconstruction error comes
from the projection to the range space alone. Let
h =2 C; h 2 Rmn ) h =2 D. Let hC be the best
approximation to h in WC =< C >=< A;B >. Then

jjh� hC jj � jjh� hijj 8 hi 2 WC

Now hC 2 WC �< WC1
;WC2

>. Let hD be the best
approximation to h in < WC1

;WC2
>. By de�nition

of best approximation

jjh� hDjj � jjh� hC jj (1)

Also since hC is the best approximation in < C1; C2 >,

jjh� hC jj � jjh� hDjj (2)

From 1 and 2 we get

jjh� hC jj = jjh� hDjj

This shows that the error is the same.
The two reconstructions are di�erent although the

error is the same. Either of the two can be used. They
are separately unique in their respective subspaces.

In order to reduce the information, we could use a
subspace of WC and WD . In this case the error can
be mathematically characterized in the following way:
C = [AjB] = [C1jC2]. Now WC =< u1; u2 � � �ur > is
an orthonormal basis of C1. This can be extended to
an orthonormal basis of C. Take v1, if it is dependent
on WC discard it else orthonormalise fu1 � � �ur; v1g.
Continue till we get a r + s dimensional set.

In this section, we have presented a method of es-
tablishing a class hierarchy. In the next section, we
discuss the appearance based classi�cation scheme de-
veloped using this hierarchical combination of appear-
ance space.

3 Appearance based Classi�cation Al-

gorithm
In this section we describe the algorithm that we

use for the purpose of classi�cation of a given object
in the hierarchy that has been made by the progressive
combination of the eigen spaces corresponding to dif-
ferent objects. Clearly the classi�cation here involves
traversing through the hierarchy based on a decision
criterion and arriving at the most probable semantic
class to which that object belongs.

Given several objects, we �rst establish a class hi-
erarchy on these objects. Now given a novel object,
the aim is to be able to identify the position of this
object in the established class hierarchy or indicate its

absence. Presented below is the algorithm for Appear-
ance Based Classi�cation.

3.1 Algorithm

Given : A collection of views of a set of model objects
and a view of an unknown object; information about
hierarchical categories of the model objects
Output : Class label of the unknown object
Procedure

1. Represent each view of the model object as an
image vector and form a set of image vectors cor-
responding to each object.

2. Do a PCA on each such set of image vectors and
construct a hierarchy of Appearance Classes us-
ing the information about categories. The higher
levels of the hierarchy are formed by repeatedly
combining classes, as shown in Fig. 1.

3. Given a view of an unknown Object sayO, we �rst
compute the Reconstruction Error with respect
to the highest class. Compute the reconstruction
error with respect to all nodes at its immediate
lower level.

4. If (reconstruction error(level i+1)) is slightly
higher than the (reconstruction error (level i)),
traverse down the hierarchy by taking the branch
of which the reconstruction error is minimum
among its siblings.

5. Continue this to a �ner level till the Reconstruc-
tion Error values remain constant or di�er very
slightly.

6. Stop at the level after which the Reconstruction
Error shows a sudden increase.

7. The level before this is the level to which O is to
be classi�ed.

In Theorem 2.2, we have shown that the Recon-
struction Error remains unchanged between the com-
pound appearance class formed from two elemen-
tary appearance classes or the appearance class cor-
responding to the compound set. For the above al-
gorithm of Appearance Based Classi�cation to hold,
we need to further show that the reconstruction of an
image vector f with respect to a space has a lower
reconstruction error than the reconstruction of f with
respect to any of its subspaces. That is the recon-
struction error goes on increasing as we move from a
space to its subspaces, that is, as we move from an
appearance class to its lower appearance classes. This
is shown in Theorem 3.1.



Figure 4: Results of the Classi�cation algorithm. The reconstruction errors have been normalized with respect
to the error in the root node

Theorem 3.1 Let f be any image vector. Let C and
C 0 be two sets and WC and WC0 be the corresponding
appearance classes such that C � C 0. Let fC and
fC0 be the best reconstructions of f in WC and WC0

respectively. Then

jjf � fC0 jj � jjf � fC jj

Proof : Since WC and WC0 are orthonormal sets,
then applying Theorem 2.1, we can compute the best
approximation fC and fC0 , to f respectively in the
two spaces. By de�nition of best approximation

jjf � fC0 jj � jjf � hijj for all hi 2 WC0 ; i = 1; 2 � � �nm

Now fC 2WC0 , therefore

jjf � fC0 jj � jjf � fC jj

The above theorem shows that the reconstruction
error goes on increasing as we go down the class hier-
archy.

Let us consider the class C1; C2 such thatWC is the
basis of the space generated by C1 [ C2; C1 \ C2 = �
and WD is the basis of the space WC1

[WC2
. Let us

callWD as class B1 andWC as class A1 for simplicity.
If the novel Object O belongs to class B1 or is visu-
ally similar to it, then the Reconstruction Error with
respect to classes A1 and B1 should be the same, by
Theorem 2.2. Due to noise the values may di�er upto
an empirically �xed threshold. The Reconstruction
Error shows a sudden increase with respect to class

C1 and C2 as is shown in Theorem 3.1. This shows
that the O belongs to the class B1. In the next sec-
tion, we consider various objects and sequences and
establish a class hierarchy on these. We then classify
various novel objects based on their appearance.

4 Results and Discussion

In this section we present the results of the experi-
ments carried out on the classi�cation algorithm.

4.1 Formation of the Representation
Space

In this section we show some of the generic ob-
jects (Fig. 2) that were used to build up the appear-
ance based representation space. These representation
were combined using available semantic information to
build up the sample appearance based hierarchy Fig.
3. The appearance based semantic grouping is a man-
ual decision.

4.2 Classi�cation of Objects

In �gure 4 the performance of the classi�cation al-
gorithm has been shown with the test images of a novel
clock. As can be seen from the �gure, the reconstruc-
tion error increases as we traverse down the hierarchy.
Our decision criterion is to select the node for which
the reconstruction error is minimum as compared to
the reconstruction errors for other nodes at the same
level in the hierarchy (siblings). Moreover we termi-
nate this process at the level i when the error at the
(i+1)th is greater than 1.5 times the error at the ith



Figure 5: Another result of the classi�cation algorithm

level. As we can see from the �gure 4, the classi�ca-
tion was terminated at class level of clocks since the
clock that had been queried was a novel clock which
did not actually belong to any of the clock models that
had been used in populating the database. Therefore
the classi�cation algorithm has been correctly able to
determine the class of the given clock. Similar perfor-
mance of classi�cation is also obtained with the lamp
example where the algorithm has been able to cor-
rectly determine the model to which the lamp belongs
(as shown in �gure 5.

In �gure 6 we present the overall performance of
the classi�cation algorithm. The tests were carried
out for over 140 test images and correct classi�ca-
tion of the object could be achieved in about 95% of
the cases. The misclassi�cations in the case of some
query images could be attributed to the fact that these
query images di�ered entirely from the objects in the
database in terms of their shapes and appearances.
The car and boat, in some cases, are misclassi�ed due
to their visual similarity which could be confusing to
humans too. This indicates the strength of the ap-
pearance based classi�cation. Colour and patterns on
the object do not e�ect the visual similarity of the ob-
jects and hence in most cases , in spite of di�erence
in colour, we have achieved correct classi�cation. The
classi�cation we have achieved in the case of the 140
images in the database indicate the applicability of
the scheme for classi�cation. This problem can how-
ever be signi�cantly alleviated by making the database
more comprehensive.

5 Conclusion and Scope for Future

Work

In this paper we have proposed an algorithm for
collection and representation of generic objects. This
involves the formation of a compact eigen space based
representation of generic object. We have then pro-
posed to use this representation for the purpose
of building up an appearance class based hierarchy
wherein the objects that belong to the same class are
grouped together and their respective eigen spaces are
progressively combined to form the appearance class
corresponding to that group of objects. We, have fur-
ther shown that the appearance classes formed by such
a progressive combination are the optimal representa-
tions of the classes to which the training examples
belong. Experimental results clearly show that the
system based on the above algorithm correctly deter-
mines the class to which an object belongs thereby
demonstrating the correctness of the proposed algo-
rithm.

This work therefore provides the basis for the de-
velopment of an object database that can be used
for supporting content based querying. This ap-
proach greatly enhances the functionality of such a re-
trieval system because of its ability to resolve unknown
queries at an approximate level that can then be re-
turned to the user for further re�ning of the query.
Another interesting application of such a hierarchi-
cal representation of objects is in solving the problem
of object recognition reliably. Often recognition al-
gorithms fail because the invariants they use do not



Figure 6: Classi�cation Statistics. The percentages represent the ratio of the query images of a particular class
that were classi�ed at that particular level in the hierarchy

in general hold for a large variety of objects and are
rather valid for particular classes of objects. This kind
of a representation of objects can therefore be used as
the �rst step for arriving at the approximate class of
an object after which class speci�c invariants can be
applied for accurate recognition.
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