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Abstract

In this paper, we present an appearance based recog-
nition engine that is based on Independent Component
Analysis(ICA). The recognition engine has the ability
to tackle occlusion. The proposed approach does not
use local features but makes use of the complete view of
the object. Consequently, complexity of the recognition
process is not increased. Using this technique we can
recognise all the known objects in a scene provided the
appearance models of the objects have distinct statisti-
cally independent components. In this paper we have
also compared the performance of an ICA based recog-
nition engine with a PCA based approach for occluded
object recognition using a robust distance measure.

1 Introduction

Object recognition has been an active area of re-
search in Computer Vision. Appearance based tech-
niques are being widely used for this problem because
of their inherent ability to exploit image based in-
formation. In this paper, we have proposed a novel
method for appearance based recognition of occluded
objects without using local features.

Appearance based object recognition methods
make recognition systems easily trainable from visual
data. These systems typically operate by comparing a
two-dimensional, image-like representations of object
appearance against prototypes stored in the memory,
and �nding the closest match. A class of appearance
based methods make use of a lower dimensional sub-
space of the higher dimensional representation mem-
ory for the purpose of comparison. In [1], an approach
based upon principal component analysis has been
proposed. In this approach, appearance information
is stored in the form of uncorrelated components and
the object recognition is done by �nding the nearest
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neighbor of the projections of unknown images using
the Euclidean Distance norm. Pentland. et al. [15]
have used view-based and modular eigenspaces for face
recognition. In [16] similar approach has been used
for parametric modeling of shape. These methods,
in general, fail to recognise partially occluded objects
because these approaches make use of the complete
view of an object. In order to overcome this limita-
tion, some local feature based approaches have been
proposed [14, 19, 20]. However, the use of local fea-
tures increases the time complexity of the recognition
process. Black et al. [6] have proposed use of a ro-
bust distance norm for comparing global appearance
information, which can take care of occlusion. How-
ever, a nearest neighbour based matching framework
precludes the possibility of recognising all the known
objects present in a scene using a robust distance mea-
sure.

The PCA approach stores appearance information
in terms of uncorrelated components. Independent
component analysis [13] is another linear decompo-
sition technique which seeks statistically independent
and non-Gaussian components, modeling observation
data as a linear mixture of independent components.
It has been used for face recognition [17], texture dis-
crimination [8], analysis of EEG signals [18], etc. In
this paper we have presented an ICA based approach
for occluded object recognition. This technique makes
use of the global view of the object and hence does
not introduce additional complexity in the recogni-
tion process. Using this technique we can recognise
all the known objects in a scene provided the appear-
ance models of the objects have distinct statistically
independent components. In this paper we have also
compared the performance of an ICA based recogni-
tion engine with a PCA based approach for occluded
object recognition using robust distance measure.
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2 Recognition using ICA
Our approach is based on the Independent Com-

ponent Analysis which is another way to encode the
appearance based information content in an image.
This technique was �rst developed to tackle problems
of the kind of the cocktail party problem [10]. To rig-
orously de�ne ICA, we use a statistical \latent vari-
ables" model. Assume that we observe n linear mix-
tures x1,...,xn of n independent components

xj = aj1s1 + aj2s2 + :::+ ajnsn (1)

In the ICA model, we assume that each mixture xj
as well as each independent component sk is a ran-
dom variable, instead of a proper time signal. The ob-
served values xj(t), are then a sample of this random
variable. Without loss of generality, we can assume
that both the mixture variables and the independent
components have zero mean. If this is not true, then
the observable variables xi can always be centered by
subtracting the sample mean, which makes the model,
zero mean. It is convenient to use vector matrix nota-
tion instead of the sums like in the previous equation.
Let us denote by x the random vector whose elements
are the mixtures x1,...,xn , and likewise by s the ran-
dom vector with elements s1,...,sn. Let us denote byA
the matrix with elements aij .Using this vector matrix
notation, the mixing model can be written as

x = As (2)

Sometimes we need the columns of matrixA; denoting
them by aj the model can also be written as

x =

nX
i=1

aisi (3)

The statistical model in equation 2 above is called ICA
model. The independent components are latent vari-
ables, meaning that they cannot be directly observed.
All we observe is the random vector x, and we must
estimate both A and s using it. The ICA approach
basically �nds s for us. However, there are some con-
straints on this approach. One of them is that the
random variables s must be non-gaussian.

2.1 Appearance based recognition using
ICA

In this section we have described construction of
a simple ICA based object recognition system. For
each object in the database we have considered a set
of images showing the unoccluded model object from a
di�erent viewpoint. We now obtain vectors (N �N�1
matrices) by reading o� the pixels from each image(

of size N�N) in a raster scan manner. Using the fast
ICA algorithm [10], we compute the independent com-
ponents of these images. The number of independent
components computed by this algorithm will be equal
to or less than the number of input images. These
ICs form a space based on the appearance character-
istics of the model objects as seen in the images. Each
view of the model objects correspond to a point in
this appearance space. A test image, that is an im-
age showing unoccluded view of an unknown model
object, can now be projected on to this space. The
nearest neighbour of this point in terms of Euclidean
distance in the appearance space indicates the identity
of the object in the test image.

The above approach cannot be used for detection
of occluded objects in cluttered image. However by
changing the euclidean measure to a robust distance
measure [6], we may eliminate outliers in the test im-
age and thereby recognize the occluded object in the
image.

2.2 Using robust measure for occluded
object detection

This section describes how the matching process
can be made robust following the methodology pro-
posed in [6].

Let e be an input image, written as a nm�1 vector,
that we wish to match to the appearance space. The
traditional methods construct an approximation, e�,
to the input image, e as

e
� =

tX
i=1

ciICi (4)

where each ci is computed by taking the dot product
of e with ICi.Here, IC are the various Independent
Components. This approximation corresponds to the
least-squares estimate of ci. In other words, the ci are
those that give a reconstructed image that minimizes
the squared error E(c) between e and e� summed over
the entire image:

(c) =

n�mX
j=1

(ej � ej
�)2; (5)

=

n�mX
j=1

 
ej �

 
tX

i=1

ciICi;j

!!2

(6)

The least squares approximation works well with the
images which have clearly segmented objects which
look roughly like those used to build the eigenspace.
But it is commonly known that least squares is sen-
sitive to gross errors or \outliers", and it is easy to



construct situations in which the standard representa-
tion is a poor approximation of the input data.

To robustly estimate the coeÆcients c we replace
the quadratic error norm in Equation 6 with a robust
error norm �, and minimize

E(c) =

n�mX
j=1

�

  
ej �

 
tX

i=1

ciICi;j

!!
; �

!
: (7)

where � is the scale parameter. We can take � to be

�(x; �) =
x2

�2 + x2
; (8)

@�(x; �)

@x
=  (x; �) =

2x�2

(�2 + x2)2
; (9)

a robust error norm which has been used extensively
for optical 
ow estimation. The shape of the function
is such that it \rejects", or down-weights, large resid-
ual errors. The function  (x; �), is the derivative of
� and characterizes the in
uence on the residuals. As
the magnitudes of the residuals (ej � ej

�) grow be-
yond a point, their in
uence begins to decrease and
the value of �(:) approaches a constant. The value �
is a scale parameter that a�ects the point at which
the in
uence begins to decrease. By examining the
 �function it can be seen that the outlier region be-
gins where the second derivative of � is zero.

However, this minimisation based approach can
identify only one of the known objects in the scene
in both ICA and PCA based formulations. In the
next section, we describe a more general technique for
occluded object recognition using ICA.

3 Occluded object detection using ICA
In a cluttered test image there may be more than

one object. Our aim is to detect all the known images
in the clutter. Our aim is to use statistically indepen-
dent properties of the objects to recognize the objects
in an image.

3.1 Finding the Appearance Space

The image recognition engine should be robust to
recognize images of a variety of objects from di�erent
viewpoints. As a result the images initially given will
be representative images from all possible viewpoints.
Our database has di�erent unoccluded views of model
objects. We take the average of all the images corre-
sponding to a single object from all the given view-
points. After repeating this for each object we have
one representative image corresponding to each object.
We now obtain vectors (N �N � 1 matrices) by read-
ing o� the pixels from each image (of size N �N) in a
raster scan manner. These vectors may now be placed

in a matrix of size (N �N �M). It is being assumed
that there are M images corresponding to M objects
in the database. We now construct a space whose ba-
sis vectors are the independent components obtained
from these representative vectors. The fast ICA al-
gorithm [10] is used to �nd the independent compo-
nents. With these IC's we have with us a space on
which other image vectors may be projected. We also
normalize this appearance space using Gram-Schmidt
normalization.

Each representative image may now be projected
on to this space. Those independent components on
which the projection of the representative image vec-
tor is greater than a given threshhold, are said to cor-
respond to that object. If two or more objects get
mapped on to the same set of independent compo-
nents, then they have statistical properties which are
common to both, and thus, these two objects can-
not be distinguished by the recognition engine. When
each object has statistically independent properties,
the IC's will uniquely correspond to individual objects.
Also we have to assume the number of images to be
greater than the number of objects for the recognition
to take place correctly.

3.2 Recognizing Occluded Objects

A typical test image will have in it more than one
object for recognition.To recognize the objects in the
test image, we take the following steps.

� Read the image in a raster scan manner to com-
pute the pixel vector correspoding to the image

� Make the vector zero mean and also normalize it

� Project this vector on to the IC space and �nd
the ICs on which the projection of this image is
greater than a threshold. A general rule of thumb
is to consider as many number of ICs as there are
objects in the test image.

The objects present in the test image correspond to
those objects which have their appearance character-
istics concentrated on the ICs found in the previous
step. These algorithm fails when objects do not have
distinct indepepndent components.

4 Results

In this section we shall discuss the results of our
recognition engine for unoccluded as well as occluded
objects. The database has been procured from the
University of Columbia website. Some of the model
objects are shown in Figure 1-3.



Figure 1: Images in the database of Object1

Figure 2: Images in the database of Object2

4.1 Results for recognition of unoccluded
objects using ICA

The results for recognition of unoccluded objects
are presented here. On comparison, performance of
PCA based method was similar to that of ICA based
approach. This is consistent with the results reported
in [9]. Overall recognition rate for our experimental
set was 95 percent. Some of the test images correctly
recognised by the ICA based technique are presented
in �gures 4-8.

4.2 Using the Robust Measure along with
ICA to tackle occlusion

The robust measure used by Black et.al.[6] has been
used to tackle occlusion. Some of the test images are
shown in �g. 9. Here, only one of the known objects
is present in the scene.

Comparison between the results obtained using the
robust measure with PCA and ICA is presented in
table 4.2.

4.3 Results for recognition of occluded
objects using ICA

The result for tackling occlusion from objects lying
inside the database are presented in Tables 2-4 below.
The results were good if the objects have statistically
independent components. We shall now discuss some
of the results of our experimentation. The database
used was the same as presented in Figures 1-3. In Fig-
ure 10 we show the independent components that were
obtained on using the mean of all poses of a single ob-
ject as a representative image for the object. Some of
the results that were obtained with 3 objects in the
database are presented in Table 2 and 3 respectively.

Figure 3: Images in the database of Object3

Figure 4: Some Test Images for Unoccluded object
recognition using ICA,results-1

Figure 5: Some Test Images for Unoccluded object
recognition using ICA,results-2

Figure 6: Some Test Images for Unoccluded object
recognition using ICA,results-3

Figure 7: Some Test Images for Unoccluded object
recognition using ICA,results-4

Figure 8: Some Test Images for Unoccluded object
recognition using ICA,results-5

Figure 9: Some Test Images for Robust measure using
ICA



Test name PCA ICA
No. of Test Images 30 30
Objects recognized correctly 28 28
Success percentage 93% 93%

Table 1: Recognition results with robust measure

Figure 10: Independent Components of 3 Objects

Here, starred component indicate the one with least
projection. Therefore, the objects present correspond
to other projections( IC1 correspond to object1, IC2
to object2, IC3 to object3) As can be seen that the
results for the three objects case were correct as the
objects had statistically independent components. We
also show an example, where the proposed approach
does not provide expected results. We have used a
model database of �ve objects presented in Figure
11(a). The corresponding Independent Components
are shown in Figure 11(b). However, it is obvious
from the �gure that the objects did not have distinct
statistically independent components. In this case, it
is diÆcult to identify all the objects in a conglomer-
ate. However, our experimental results show that if an
image of an conglomerate of, say, two known objects
occluding each other are projected onto this space, it
consistently projects along two independent Compo-
nents as shown in Table 4 ( in this case, they are IC1
and IC4). However, the projections, though consis-
tent, cannot clearly establish the identity of the ob-
jects because these components do not correspond to
a single object in the database. We can only conclude
existence of of objects belonging to known subsets of
the modelbase.

ic1 proj 0.049 0.111 0.007 0.008
ic2 proj -0.55* -0.142* -0.055 -0.136*

ic3 proj 0.115 -0.015 -0.061* -0.001

Table 2: IC occlusion results-1

ic1 proj -0.086* 0.152 -0.08* -0.140*
ic2 proj 0.159 0.069 0.082 0.129
ic3 proj -0.020 -0.006* 0.055 -0.047

Table 3: IC occlusion results-2

(a)

(b)

Figure 11: (a) Original Objects (b) Independent Com-
ponents of 5 Objects

ic1 proj 0.022354* 0.052805* -0.034289 0.053654*

ic2 proj -0.004320 -0.000246 -0.087359 0.003010
ic3 proj -0.065584 -0.054623 -0.165289 -0.077402
ic4 proj 0.207848* 0.065804* 0.061921* 0.119362*

ic5 proj 0.010363 0.020174 0.015573* 0.016531

Table 4: IC occlusion results-3: With 5 ICs



5 Conclusion
We have seen that Independent Components o�er

us certain advantages over Principal Components in
that it stores appearance information in the form of
statistically independent components. The constraint
on ICA that the independent components have to be
Gaussian is normally true for images for their pixels
have de�nite positive values. Also, ICA help us to
recognize occluded objects even when all the objects
present in a conglomerate belong to the database.
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