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Abstract

The modulus constraint is a constraint on the po-
sition of the plane at in�nity (�1) which applies to
the problem of self-calibration in the case of constant
internals. For any pair of cameras which are known to
have the same internal parameters, the classical mod-
ulus constraint is the vanishing of a certain quartic
polynomial whose coe�cients are determined from the
cameras. Given a projective three-view reconstruction,
it is of practical interest to recover the plane at in�nity
by solving for the three parameters of �1. Geometri-
cally this is the problem of intersecting three quartic
surfaces in projective space, so one should expect to
get 64 solutions. It is not clear how to carry out the
process in practice because continuation methods are
slow and non-linear optimization may produce a local
minimum. This paper presents a new derivation of
the classical constraints, and additionally shows how
to derive novel cubic constraints which exist for any
triple of views. For three views, it is shown how to use
the new constraint to classify the 64 = 4� 4� 4 clas-
sical solutions into one spurious (namely the trifocal
plane), 21 feasible and 2�21 which must be rejected on
physical grounds. The ambiguity is thus reduced from
64 to 21. A numerical algorithm is given to compute
all 21 feasible solutions.

1 Introduction

E�ective methods exist for computing projective
structure of scenes from images of them [3, 6, 7]. Here,
\projective" means that the coordinates of the scene
tokens and the camera parameters are recovered up to
a projective transformation which is a priori unknown.
For some purposes, this ambiguity of gauge is not a
great drawback (eg for point transfer or recognition)
and in any case it can be argued that there is no nat-
ural coordinate system with which the scene should
be described. For example, in a natural (ie not man-
made) scene the choice of origin is entirely arbitrary.

However, where metric properties such as angles and
lengths are concerned, a reconstruction which is in the
\wrong" projective frame is not convenient. For this,
what is needed is to \upgrade" to a coordinate frame
which is related to the scene coordinate frame by a
Euclidean (similarity) transformation, and this pro-
cess is called auto-calibration or self-calibration [11, 4]
when it is accomplished without using any physical
measurements of the camera internals or scene struc-
ture.

In this paper we consider the classical auto-
calibration problem from a three-view projective re-
construction, with the assumption that the camera in-
ternals are the same for each view (the internals of a
camera are those characteristics that do not depend on
camera pose or position; eg focal length, the distance
between the lens and the sensor array).

The contribution is a new derivation of the origi-
nal quartic modulus constraints, a new cubic modulus
constraint and a numerically feasible method of com-
puting all the solutions. It is also shown that while the
original quartic constraints admit 64 solutions, one of
these is in fact the trifocal plane and that the remain-
ing 63 solutions split up into three sets of 21 of which
only one set is of practical interest.

Throughout it will be assumed that the given cam-
eras are in su�ciently general position. There do ex-
ist critical camera motions for which auto-calibration
is not possible without making further assumptions
about the internal parameters (or the motion) [19, 22],
but in this paper the generic case is considered.

Roadmap The paper is laid out as follows: Sec-
tion 2 describes in overview how one is led to consider
horopters curves[11] in the context of self-calibration.
Section 3 is a technical digression on an algebraic for-
mula for computing the focal point of a 3 � 4 cam-
era matrix, which will be used in our analysis of



horopter curves. Section 4 makes a connection be-
tween horopter curves and the modulus constraint.
In section 5 we give an analysis of the properties of
the classical modulus constraints derived in [14, 13]
and show that it leads naturally to a classi�cation of
the classical solutions and the discovery of a new con-
straint, of degree three. Section 6 gives a resultant-
based method for solution of these combined quartic
and cubic constraints and section 7 presents some ba-
sic experimental results.

Notation The scale of quantities (vectors, matrices
etc) is often signi�cant and consequently, = is used to
denote equality and � to denote equality up to scale.

Points in projective spaces IPn will be represented
with column vectors of length n+1 and points in the
dual space IPn� (eg lines in IP2 and planes in IP3) with
row vectors of length n+1. Thus, a point X 2 IPn lies
on a hyperplane � 2 IPn� if and only if (the matrix
equation) �X = 0 holds. This convention avoids the
need for transposition and helps make the meaning of
symbols clear from their context.

In this convention, a plane � in 3D space is the
locus of points X which satisfy a linear equation
�X = 0. Thus, if G is a homography which trans-
forms X to GX, it is apparent that it must trans-
form � into �G�1 because the relationship of inci-
dence 0 = �X = (�G�1)(GX) has to be invariant under
collineations.

2 Horopters and �1

Assume given a projective reconstruction of the
scene with cameras which have the same internal pa-
rameters. It will be useful to be quite explicit: each
camera, Pi, has a focal point, given by 3 coordinates
which we stack into a 3-vector vi, one vector for each
view index i = 1; 2; 3. The pose of the ith camera is
given by a 3� 3 rotation matrix Qi (with determinant
1). If the internal parameters are given by the 3 � 3
matrix K, the ith given camera is then

Pi = KQi
�
I3�3 j �vi

�
G
�1 (1)

where G is a 4� 4 matrix representing a homography
of IP3, that is, it represents the coordinate transform
between the actual Euclidean coordinates in the world
and the projective coordinate frame of the reconstruc-
tion. Given a projective reconstruction, we know only
the Pi, not K; Qi;vi or G, the task being to compute
them. Once G is known, the reconstruction can be put
into a frame where angles and ratios of (but not ab-
solute) lengths can be computed { this is known as
metric structure.

Computing metric structure is very much simpli�ed
if the a�ne structure is already known. The meaning
of a�ne structure is that the plane at in�nity (in the
scene) coincides with the plane at in�nity in the re-
construction; ie the reconstruction and the scene co-
ordinates are related by an (unknown) a�ne transfor-
mation. Thus, if we can determine where the plane at
in�nity should be, then we can determine the a�ne,
and hence metric, structure.

From the above model it is actually very easy to de-
termine the location of the plane at in�nity. It su�ces
to �nd three points on it; for example its intersections
with the three axes of rotation of the camera motions
will do. The screw axis of the between-view rotation
for cameras i; j intersects the plane at in�nity in the
point

G

�
nij

0

�

where the 3-vector nij is the direction of the axis of

rotation of the 3 � 3 matrix Qij = Q
�1

i Qj . But that
axis is just the eigenvector with eigenvalue 1. From
this eigenvector property it follows that point of inter-
section is the null-vector of

Pi � Pj = K
�

Qi � Qj j �Qivi + Qjvj

�
G�1

= KQi

�
I3�3 � Q

�1

i
Qj j �vi + Q

�1

i
Qjvj

�
G�1

= KQi

�
I3�3 � Qij j �vi + Qijvj

�
G�1

Since three views provide three such intersections, the
plane at in�nity may be determined from three views
(Ignoring the case of critical motions where these three
intersections are collinear or even coincident, such as
described in [1] which exploits the special structure).

Unfortunately, there is a aw in this solution. To
be given a projective reconstruction as three cameras
P1; P2; P3 means we are given three 3 � 4 arrays of
real numbers, whose geometric meaning is unchanged
by scalar factors. But the meaning of the algebraic
di�erence Pi�Pj is changed if each camera is rescaled
separately. Thus, the given arrays are not really of
the form in equation (1) but have an extra (unknown)
scale factor, �i :

Pi = �iKQi
�
I3�3 j �vi

�
G
�1 (2)

The required point of intersection is therefore the null-
vector of

��1i Pi � ��1j Pj

but since we don't know the three scale factors
�1; �2; �3 the approach appears to be a dead end.

We have gained something, though. Namely, to
�nd the plane at in�nity it su�ces to �nd the ratio
�1 : �2 : �3, which is a 2D problem. As the ratios
vary, three curves are traced out by the null-vectors,



one for each pair of cameras. The curve for cameras
i; j is given by

X = f(��1i Pi � ��1j Pj)

where f(P) denotes the kernel of the 3 � 4 matrix P.
A point X on the curve satis�es (by de�nition of the
kernel)

PiX � PjX

Thus, the curve traced out is the locus of X 2 IP3

which project to the same point in images i and j.
This locus is known as a horopter curve and has been
used before in the context of calibration and ambiguity
of reconstruction [1, 12]. It is a twisted cubic [16]
which passes through both camera centres and which
is asymptotic to the axis of rotation of the between-
view camera motion [1].

As the ratio �1 : �2 : �3 varies, the three corre-
sponding points on the three horopters vary, spanning
a varying plane, and consequently the ratio �1 : �2 : �3
parameterizes a 2-degrees-of-freedom family of planes
which includes the plane at in�nity.

In order to make e�ective use of this, it will �rst
be necessary to understand better how the null-space
f(P) depends on the camera matrix P.

3 Algebraic Nullspaces
A camera matrix is a 3�4 matrix P of rank 3. It has

a 1D null-space which represents the centre of projec-
tion of the camera. Numerically, the null-space can be
computed very satisfactorily via a singular value de-
composition [5] of P but for theoretical algebraic pur-
poses it is not very useful. Instead, an algebraic ex-
pression can be constructed by forming the (column)
4-vector f(P) of 3� 3 minors of the camera matrix P.
This is a well-known trick described in standard texts
such as [7].

To make the choice of sign clear, and for de�nite-
ness, we note that the algebraic nullspace sati�es the
equation

det

�
P

�

�
= �f(P) (3)

for all (row) vectors �, representing planes in the
world. In particular, a plane � passes through the
focal point if and only if the 4� 4 matrix on the left
is singular, ie i� � is a linear combination of the rows
of P. The advantage of using this algebraic form is
that the scale of the null-vector is de�ned canonically
by the scale of the matrix. We have, for example,
the following properties which will be used later and
which can be deduced directly from the de�nition or
equation (3) :

Properties of f (Coordinate change). Let P be
a 3� 4 matrix. Then

� If � is a scalar then f(�P) = �3f(P)

� If A is a 3� 3 matrix then f(AP) = det(A)f(P)

� If G is a 4�4 matrix then f(PG�1) = Gf(P)= det(G)

Dual construction. By construction, f(P) is a cu-
bic expression for a 4-vector which is annihilated (ie
orthogonal to) all three rows of P. Similarly, the same
method can be used to construct an explicit expression
span(p;q; r) for the plane spanned by (ie orthogonal
to) three (column) 4-vectors p;q; r. One obvious ap-
proach is to collect p; q; r into a 4�3 matrix, transpose
it, apply f and then transpose again to get a (row) 4-
vector.

4 Horopters and the Quartic Con-

straints
We are now ready to describe the horopter curves

parametrically. Recall that the horopter for cameras
i; j is described by X = f(��1i Pi � ��1j Pj). Now, f is
a cubic function of its argument, so this formula will
expand as a cubic function of ��1i and ��1j :

X = ��3
i

f(Pi)���2
i

��1
j

�(Pi; Pj)+��1
i

��2
j

�(Pj ; Pi)���3
j

f(Pj)

for some (column) vectors �(Pi; Pj); �(Pj ; Pi) whose
form could be determined explicitly. Note that this
is the de�nition of �(�; �); it is de�ned by the above
expansion and thus derives its properties from those
of f . In detail, � is de�ned by the requirement that

f(sA+ tB) = s3f(A) + s2t�(A; B) + st2�(B; A) + t3f(B)

holds as an identity between s; t; A; B. It is not hard to
see that � is quadratic in its �rst argument and linear
in its second argument.

For brevity, de�ne fi = f(Pi); �ij = �(Pi; Pj) so
that the parameterization of the horopter for cameras
i; j is

(�i : �j) 7! X

= f(��1
i

Pi � ��1
j

Pj)

= ��3
i

fi � ��2
i

��1
j

�ij + ��1
i

��2
j

�ji � ��3
j

fj

(4)

Next, a connection between horopter curves and
modulus constraints is established. Recall that any
world plane induces a homography between two im-
ages of a scene, by back-projection from one image
plane onto the world plane followed by re-projection
into the other image plane. The homography induced
from view 2 to view 1 by a plane � and two cameras
P1; P2 is denoted H(P1; P2;�). In the case where the



plane is the plane at in�nity and the cameras are as
in (1), the induced homography from view i to view j
is KQjQ

�1

i K�1. Since this is conjugate to a rotation, the
eigenvalues must be 1; e�i�; e+i� where � is the angle
of rotation of QjQ

�1

i .

(Strong) Modulus Constraint. If cameras Pi, Pj
have the same internal parameters, then a necessary
condition for a plane � to be the plane at in�nity is
that the eigenvalues of H(Pj ; Pi;�) all have the same
modulus (absolute value).

This constraint, �rst given in [15], yields an easily
evaluated criterion for testing whether or not a given
plane might be the plane at in�nity. To avoid the al-
gebraically cumbersome absolute values, the modulus
constraint is expressed in terms of the (coe�cients of
the) characteristic equation of the induced homogra-
phy. The characteristic equation of a 3�3 matrix A is
the polynomial det(TI3�3 � A) = aT 3 + bT 2 + cT + d
where a = det(I3�3) = 1, �b is the trace of A, c
the trace of A's cofactor matrix and �d = det(A).
In the case of homographies one identi�es matrices
A � �A which di�er by scalar multiples, so we also
have to identify the characteristic equations aT 3 +
bT 2 + cT + d � aT 3 + b�T 2 + c�3T + d�3. Gener-
alizing slightly, we identify1aT 3 + bT 2 + cT + d with
a�3T 3+b�2�T 2+c��2T +d�3 for all non-zero scalars
�; �. (The second polynomial arises from multiplying
the characteristic equation of (�=�)A by �3).

(Weak) Modulus Constraint. A necessary con-
dition for a plane � to be the plane at in�nity is that
the characteristic equation of H(Pj ; Pi;�) have the form

T 3 � (2c+ 1)T 2 + (2c+ 1)T � 1 (5)

(or one equivalent to it) for some scalar c.

To see this, take the eigenvalues of the homography
to be 1; e�i�; e+i� and set c = cos �. It is a slightly
weaker condition because it does not stipulate the na-
ture of the scalar c (eg that it is real and bounded
between �1 and +1).

In order to apply this constraint it is necessary to
relate the coe�cients of the characteristic equation to
the coordinates of the plane �. The following result
will allow us to express the weak modulus constraint
in algebraic terms:

1The result of performing these identi�cations is a \space"
which is analogous to the usual projective space, where vectors
are identi�ed if they di�er by scalar factors. Getting used to this
new space is not much harder than getting used to projective
space.

Lemma. The induced homography H(Pj ; Pi;�) has
characteristic equation (equivalent to) :�

�fi ���ij ��ji ��fj
�

where the notation lists the coe�cients of T 3; T 2; T; 1.
Proof: The general case follows from the special case
where � =

�
0 0 0 1

�
by a change of coordinates,

so it su�ces to do this case. Writing

Pi = [Aja] ; Pj = [Bjb]

the induced homography is BA�1 so that the charac-
teristic equation is

det(TI3�3 � BA�1) � det(TA� B)

= det

�
TA� B Ta� b
0 0 0 1

�
= det

�
TPi � Pj

�

�
= �f(TPi � Pj)

as required. QED

Corollary - (Quartic) Modulus Constraint. A
necessary condition for a plane � to be the plane at
in�nity is

det

���� �fi (��ij)
3

�fj (��ji)
3

���� = 0 (6)

This is equivalent to the quartic constraint con-
structed by Pollefeys and Van Gool and used in [13].
Proof: Note that for the characteristic equation
(�fi)T

3 � (��ij )T
2 + (��ji)T � (�fj) to be equiva-

lent to T 3� (2c+1)T 3 + (2c+1)T � 1 there must be
scalars �; � such that �fi = �3, ��ij = �2�(2c + 1),
��ji = ��2(2c + 1) and. �fj = �3. Eliminating the
scalars leads at once to the given condition. QED

Given three views, there will be three such con-
straints and by B�ezout's theorem [18] they will have
a total of 4� 4� 4 = 64 solutions counting both real
and complex, with appropriate multiplicities

To spell out the form of these constraints on the
three parameters of �1, one can arrange the vectors
which enter them in a triangular diagram (7) in which
each side of the triangle gives a constraint. The con-
straint for one side of the triangle is that the ratio
arising from the last and second elements (the fs) is
the cube of the ratio arising from the two middle ele-
ments (the �s).

f1

�12 �13

�21 ? �31

f2 �23 �32 f3

(7)



5 Cubic Constraints
Since only one of the 64 solutions to the quar-

tic constraints is right, it is of practical interest to
see where the spurious ones come from. One spu-
rious solution is easily exhibited { it is the trifocal
plane. The trifocal plane �TF is the plane spanned
by the three camera centres f1; f2; f3 and satis�es
�TFf1 = �TFf2 = �TFf3 = 0, so that equation (6)
makes it transparent that �TF satis�es the quartic
modulus constaints.

This leaves 64 � 1 = 63 solutions to account for
and it will now be shown that these can be divided
naturally into three categories. The reader may want
to refer to diagram (7) again in what follows.

Firstly, suppose that � is a solution passing through
both f1 and f2 but not f3. Then, using the two quartic
constraints for view 3, it follows (refer to equation (6))
that � must also pass through �23 and �13. However,
these four points are not in general coplanar, which
rules out the possibility of a solution through f1; f2
but not f3.

Secondly, suppose that � is a solution passing
through f1 but not f2 or f3. Then, using the two
quartic constraints for view 1, it follows (refer to equa-
tion (6) again) that � must also pass through �12 and
�13. Again, it can be veri�ed that the plane spanned
by these three points does not in general satisfy the
quartic modulus constraint for views 2; 3.

Thirdly, suppose that � is a solution which does
not pass through any of the three focal points. Being
a solution means that the ratio (�fi)=(�fj) is the cube
of the ratio (��ij)=(��ji), for each pair of views i; j.
Thus,�

(��12)

(��21)

(��23)

(��32)

(��31)

(��13)

�3

=
(�f1)

(�f2)

(�f2)

(�f3)

(�f3)

(�f1)
= 1

which shows that

(��12)

(��21)

(��23)

(��32)

(��31)

(��13)
= 1; ! or �! (8)

where !; �! are the complex cube roots of 1. The 63
solutions can thus be divided into three categories ac-
cording to the value of (8). While it is not a priori
clear that these three categories are non-empty, it is
certainly true that any physically plausible solution
must give a value that is real, ie the value of (8) must
necessarily equal 1. This proves

Theorem - (Cubic) Modulus Constraint. A
necessary condition for a plane � to be the plane at
in�nity is

(��12)(��23)(��31) = (��21)(��32)(��13) (9)

This is a new constraint which has not been exploited
before. It has the advantage of being of degree three,
less than four, and of incorporating information from
all three views into a single constraint (refer to dia-
gram (7) again).

By B�ezout's theorem, taking the cubic constraint
and the two quartic constraints for view 1 (say) gives
exactly 3 � 4 � 4 = 48 solutions, counting as before
both real and complex, with suitable multiplicities. In
particular, there must be some solutions to the three
quartic constraints which do not satisfy the cubic con-
straint and this shows that all three categories (8) are
non-empty.

In addition to the quartic and cubic constraints,
there are higher-order constraints (of degree six), re-
lated to the central element of diagram (7), and these
are described in a longer technical report which is
available on request from the author.

6 Direct Solution Using Resultants.
This section describes a direct method of solution

of the quartic and cubic constraints on �1. As a by-
product it will be demonstrated analytically that there
are 21 solutions. Geometrically, the idea is to pa-
rameterize the variety de�ned by the cubic constraint,
substitute the parameterization into the quartic con-
straints and then simplify and solve the resulting sys-
tem. Algebraically, there is a more direct route which
will be given here.

6.1 Parameterization

Section 2 described how the use of parameterized
horopters leads to a 2-degrees-of-freedom parameteri-
zation of the position of the plane at in�nity. The idea
is that if the ratio �1 : �2 : �3 is known, then so are
the points

Nij = f(��1i Pi � ��1j Pj) � f(�jPi � �iPj)

and these lie on the plane at in�nity (they are the
vanishing points of the axes of rotation of the camera
motions). Thus, taking all three pairs of cameras, we
obtain N12;N23;N31 as explicit homogenenous cubic
expressions in �1; �2; �3. Taking the plane spanned
the Nij gives a parameterization of �1, of total degree
3 + 3 + 3 = 9 (because each point is of degree 3 { the
reader may want to refer back to the construction of
\span" dual to \f" in section 3).

This is rather high, but we can do much better, by
parameterizing instead the locus de�ned by the cubic
modulus constraint (9). By inspecting equations (8)
and (9) it can be seen that any solution to the cu-
bic constraint is characterised by the three ratios that
make up the product on the left in (8), in the sense



that if these ratios are known the plane � can be re-
covered by solving three linear equations.

To explicitly construct the parameterization, note
that if the three ratios in equation (8) have product
equal to 1, there must exist non-zero scalars �i such
that the ratios, in order, are �1=�2; �2=�3; �3=�1 (it
turns out these are the same scalars �i mentioned
above but this fact is not needed for what follows).
Put di�erently, the points �j�ij � �i�ji must lie on
�, that is, they span �. For a given � = (�1; �2; �3)
we thus de�ne �(�) to be the plane spanned by these
three points.

Since each of these is linear in �, we get a parame-
terization of degree 1 + 1 + 1 = 3 :

�(�) = span(�12�2��21�1; �23�3��32�2; �31�1��13�3)
(10)

Substitution of this parameterization into the three
quartic modulus constraints (�1fi : �1fj) = (�1�ij :
�1�ji)

3 shows that these can now be written jointly
as

rank

0
@ �31 �(�)f1

�32 �(�)f2
�33 �(�)f3

1
A � 1

because by construction of �, the ratio �(�)�ij :
�(�)�ji equals the ratio �i : �j .

The rank condition means that there is a scalar �0
such that �(�)fi = �0�

3
i for all i = 1; 2; 3. We can

consider the equations

�(�)fi = ��3i

not as a system of three plane cubics with an unknown
parameter �, but as a system of three equations on
IP1 � IP2, with � providing the coordinate on IP1 and
� the coordinates on IP2. In this form, iterative meth-
ods such as Newton's method can be used to \polish"
an initial estimate to give accuracy down to machine
precision.

For a general choice of �, the system will have no
solution, but for � = 0 there are three obvious solu-
tions, namely

� =

 
1
0
0

!
;

 
0
1
0

!
and

 
0
0
1

!

These are solutions because, in each case, one of the
factors in the triple vector product (10) making up
�(�) is zero. If each �i is non-zero, the only way the
triple vector product can vanish is for the three fac-
tors to be collinear points, ie linearly dependent vec-
tors. Writing out this condition shows that there are
in general three more values of � for which �(�) is
zero. In any case, a classical result [17, 8] states that

a rational parameterization of any (smooth) cubic sur-
face has six \basepoints" which is what the solutions
to �(�) = 0 are.

The method of solution now focuses on �nding
the possible values of �0, using the Macaulay multi-
polynomial resultant [2, 9, 10] (see also [20] for an
introduction in the context of camera calibration). A
plane cubic is described by a homogeneous cubic poly-
nomial in three variables. Suppose C1; C2; C3 are three
plane cubics (such polynomials have 10 coe�cients).
In general, any two of them will meet in a �nite num-
ber of points (namely 3�3 = 9 by B�ezout's theorem),
so that the three plane cubics have no common points
at all, in general. The condition for the three cubics to
have a common point is given by the resultant, which is
a polynomial function Res3;3;3(C1; C2; C3) of the co-
e�cients of the cubics. This function vanishes if and
only if the three cubics have a common point. The
resultant Res3;3;3 has degree 9 in each Ci and a total
degree of 27.

The point of all this is that, treating �1; �1; �3 as
the variables of plane cubics, the expression

p(�) = Res3;3;3( ��31 � �(�)f1;
��32 � �(�)f2;

��33 � �(�)f3 )
= �27 + p25�

25 + : : :+ p6�
6

(11)
is a univariate polynomial in � of degree 27 which has
a root at � = �0. It is a property of the resultant that
the leading term of p(�) has coe�cient 1. The fact
that the term of degree 26 is zero is a property of the
particular cubics used. The discussion above showed
that p has a zero of order 6 at � = 0.

Having solved for the 21 = 27 � 6 non-zero values
of �, the �i can be recovered linearly. One way to
recover them is to use the description in [2] of the re-
sultant as the determinant of a 15� 15 matrix whose
null-vector(s) is the vector of quartic monomials in �.
In practice, �nding the roots of a univariate polyno-
mial of degree 21 is a notoriously ill-conditioned prob-
lem [2, 21] and some care has to be taken. The ap-
proach adopted for the work described here was to
avoid explicit polynomial arithmetic by representing
p(�) functionally by the formula (11). This approach
allows incremental reduction of the order of p by \peel-
ing o�" known solutions as they become available from
the Newton-Raphson polishing step.

6.2 Counting: 4� 4� 4 = 1 + 3� 21

It has been shown that the quartic and cubic mod-
ulus constraints together admit exactly 21 solutions.
Using the analogue of B�ezout's theorem for intersec-
tions in IP1 � IP2 gives the same result [18]. This



completes the classi�cation of the 64 solutions to the
three quartic modulus constraints. They are:

� The trifocal plane, �TF, spanned by the camera
centres.

� The 21 solutions which additionally satisfy the
cubic modulus constraint (9).

� The two complex conjugate sets of 21 solutions
which give values !; �! in (8).

Of these, only the second set of 21 solutions is of prac-
tical interest.

7 Experimental Results.
The algorithm described can be run on well-

conditioned real data (but the same conditioning must
be used in each image, or the assumption of constant
internals will be violated).

Figures 1 and 2 show three views from a sequence
of 9 images of a turntable. A projective reconstruc-
tion was obtained by manually selecting feature points
and running a standard projective reconstrunction al-
gorithm, culminating in full projective bundle adjust-
ment.

The zeroth, third and seventh cameras were then
used as input to the modulus constraint solver. Of the
21 solutions found, 13 were complex and so discarded.
Of the remaining 8, only two gave values between �1
and 3 for the middle two coe�cients in (5) and so the
other 6 were discarded on the grounds that this is the
possible range of values taken by 1 + 2 cos � for all
angles �.

For the remaining two solutions (see �gure 2),
a metric upgrade was attempted by the standard
method [7] of �rst upgrading to a�ne and then es-
timating the image of the absolute conic using the
eigenvectors of the in�nite homographies. One was
obviously wrong (by visual inspection) and the other
looks good. As a test of correctness, the angles at the
corners of the base of the object are 89:760, 89:808,
89:152 and 89:200 degress (the base of the real object
is planar, but the base of the reconstructed object is
not planar, so these angles do not add up to 360 de-
grees).

Unfortunately, the modulus constraint is only a
partial constraint (it is necessary but not su�cient)
and having a solution does not gaurantee that the
recovered between-view camera motions are true Eu-
clidean motions. To be speci�c, the modulus con-
straint imposes three conditions on the plane at in-
�nity and thus determines �nitely many solutions for
it. However, the \in�nite homographies" recovered
from such solutions may not �x a common conic.

Figure 1: Three images from a sequence of 9 used in
the experiments.

For ideal, synthetic data it is the case that there is
a common �xed conic, but in the presence of measure-
ment noise the methods described in [7] can fail due
to ill-conditioning in the linear least squares problem
used. We stress that this is a weakness of the modulus
constraint and not of the numerical algorithm we have
presented. For example, the example in �gure 2 com-
puted using views zero, three and seven works �ne,
but using views zero, three and six from the same se-
quence does not produce a good result because this
triplet is close to being a single-axis motion. In prac-
tice this shows up as a near-ambiguity in the solution
of the least squares problem for the absolute conic. It
is thus easy to detect by inspecting the two smallest
singular values of the linear system being solved.

8 Conclusion and further work
Traditionally the modulus constraint has been

solved using an initial guess followed by non-linear
minimization. Our method is comparable in speed and
has the added advantage of providing all 21 solutions,
which avoids the risk of computing a local minimum.
The extra complexity is a disadvantage but the expo-
sition itself has thrown new light on the problem.

The experiments show that the results obtained
from the algorithm can be used as the starting point



Figure 2: Result of metric recti�cation from the im-
ages shown. Of the 21 solutions, only two were ad-
missible (for reasons described in the main text). The
�rst solution gives the implausible upper-most recon-
struction. The second solution gives the bottom-most
reconstruction.

for non-linear optimization if some care is taken to
detect degenerate con�gurations.

The problem of deciding which of the 21 solutions
is correct remains. Apart from rejecting complex so-
lutions and solutions for which the constant c from
equation (5) does not lie between �1 and +1, the ob-
vious approach is to try to perform a metric recti�-
cation and test the �t of the computed model to the
original image data. An interesting possibility is that
the con�guration of 21 planes has a special structure
which might single out certain planes. For example,
a simple counting argument (a homogenous cubic in
three variables has 20 coe�cients) shows that given 19
planes in general position, there exists a unique cubic
which they all satisfy and so, since the 21 solutions
to the modulus constraint satisfy a cubic constraint,
they cannot be in general position (To appreciate the
signi�cance of this, consider that conics have 6 coe�-
cients and so 6 points which lie on a conic cannot be
in general position because any 5 of them determine
the conic).
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