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Abstract

An appearance-based EigenTracker can track objects which
simultaneously undergo image motions as well as changes
in view. This paper enhances the framework in two ways.
First, we incorporate a novel CONDENSATION-based pre-
dictive framework to speed up the EigenTracker. Next, our
scheme is on-line: we use efficient eigenspace updates to
track unknown objects. We use Importance Sampling for
enhancing the capability of an EigenTracker. Our on-line
EigenTracker is flexible - it is possible to use it in conjunc-
tion with other trackers in a symbiotic manner. We show re-
sults of efficient and successful tracking for two important
applications – hand gesture analysis, and face and person
tracking.

1. Introduction

This paper presents a novel predictive statistical framework
for refining the performance of an appearance-based Eigen-
Tracker. In addition to the predictive framework, we aug-
ment the EigenTracker with a fast and efficient SVD up-
date mechanism [2]. This enables it to learn the appear-
ance space on the fly. We also present a new Importance
Sampling mechanism – a uniformity predicate for further
refinement in EigenTracking. We present results on general
tracking examples, as well as on two specific examples –
hand gesture analysis, and face and person tracking.

An EigenTracker [1] has an advantage over traditional
feature-based tracking algorithms – the ability to track ob-
jects which simultaneously undergo affine image motions
and changes in view. There has been work on other aspect�
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of EigenTracking such as extensions for tracking of flexi-
ble objects [4], and incorporating the notion of shape in an
eigenspace – Active Appearance Models (AAM) [3].

Isard and Blake [8] propose the CONDENSATION al-
gorithm (a predictive tracker more general than a Kalman
tracker) for tracking moving objects in clutter, using the
conditional density propagation of state density over time.
(The Appendix gives salient features of CONDENSATION
and EigenTracking). In [9], the authors introduce the idea of
Importance Sampling in a CONDENSATION framework.
This improves the efficiency of a CONDENSATION tracker
when auxiliary knowledge is available in the form of an im-
portance function describing which areas of the state space
are most informative. However, to the best of our knowl-
edge, no related work has dealt with developing a predictive
framework for EigenTracking.

The rest of the paper is organized as follows. Section 2
discusses our prediction scheme, updates, initialization is-
sues, and the importance sampling mechanism. Here, we
also describe an interesting use of our on-line EigenTracker
in conjunction with other trackers. In Section 3, we show
the application of the methods proposed, for hand gesture
analysis, and face and person tracking.

2. An On-line Predictive EigenTracker
We enhance the existing EigenTracking framework [1] us-
ing a prediction mechanism, and an appearance space up-
date scheme.

2.1. The Prediction Scheme
One of the main reasons for the inefficiency of the Eigen-
Tracking algorithm is the absence of a predictive frame-
work. An EigenTracker simply finds the best reconstruction
and affine coefficients after each frame, requiring a good
seed value for the non-linear optimization. A predictive
framework helps in speeding up the tracking process.



EigenTracking typically assumes motion to be approxi-
mated by an affine model (which takes care of effects such
as rotation, translation, scaling and shear). The bounding
window will thus be a parallelogram. Further, a parallel-
ogram offers a tighter fit to the object being tracked – an
important consideration for an Eigenspace-based method.
We use a 6-element state vector to characterize affine mo-
tion. One can use the coordinates of three image points
(any three image points form a 2-D affine basis). Alter-
natively, the 6 affine coefficients ��� , ������������� themselves
can serve as elements of the state vector. In other words,� �"! �$#%��&'�)(*�$+*�$,*�)-/.10 . These affine coefficients ���
represent the transformation of the current bounding win-
dow to the original one. A commonly used model for state
dynamics is a second order AR process ( 2 represents time):�435�76 ( �4398 (;: 6 & �4398 &<:>= 3 , where = 3 is a zero-mean,
white Gaussian random vector. The particular form of the
model will depend on the application – constant velocity
model, random walk model, etc.

The measurement is the set of 6 affine parameters from
the image ? 3 = @BA�C9D . Similar to [8], the observation model
has Gaussian peaks around each observation, and constant
density otherwise. We use a large number of representative
sequences to estimate the covariances of the affine parame-
ters obtained in a non-predictive EigenTracker. These serve
as the covariances of the above Gaussian.

We use a pyramidal approach for the predictive
CONDENSATION-based EigenTracker (The Appendix
give a summary of CONDENSATION, and the notation
used). We start at the coarsest level. Using �FE �398 & �HG �398 & �
and the measurement at this level, we get �IE �3 �HG �3 � . The
affine parameter estimate at this level goes as input to the
next level of the pyramid. From the estimates at the finest
level, we predict the affine parameters for the next frame.

It is often not possible to learn an eigenspace represen-
tation corresponding to an object off-line. In hand tracking
for example, it is not possible to learn the multitude of poses
corresponding to hand gestures. One needs to build and up-
date the eigenspace representation on-line. We discuss this
in the following section.

2.2. On-line Eigenspace Updates
For a tracking example, the moving object often con-
tinuously encounters considerable changes in appear-
ance. Thus, one needs to learn and update the relevant
eigenspaces, on the fly. Particularly, one needs efficient in-
cremental SVD update algorithms, since a naive JLKNMPO +�Q
algorithm for O images having M pixels each is not viable.
For our case, we use a scale-space variant of the algorithm
of Chandrasekaran et al. [2], which takes JLKNMPOSR Q , for R
most significant singular values.

There is a disadvantage of a naive use of learning an
eigenspace representation on the fly. In some cases, the re-

ALGORITHM PREDICTIVE EIGENTRACKER

A. Delineate moving object of interest
B. REPEAT FOR ALL frames:
1. Obtain image MEASUREMENT optimizing

affine parameters @ and
reconstruction coefficients T

2. IF using importance sampling THEN
optimize ã & c̃ parameters in the
‘importance’ eigenspace to compute
importance MEASUREMENT

3. ESTIMATE new affine parameters
using output of steps 1 and 2
(PREDICTION)

4. FOR EACH eigenspace:
IF reconstruction error �UKNV;&��WVX(Y.
THEN update eigenspace

5. IF ANY reconstruction error v.large
THEN construct eigenspace afresh

Figure 1: Our On-line Predictive EigenTracker: An
Overview

construction error does not drastically increase due to the
view updates. Thus, the tracker may lose the object of in-
terest and eventually end up tracking the background. In
Section 2.4, we propose a method which obliterates this
problem.

2.3. Tracker Initialization
Initializing a tracker is a difficult problem because of mul-
tiple moving objects, and background clutter. Our system
performs fully automatic initialization under certain condi-
tions. In general, one may use motion cues (dominant mo-
tion detection [7]. For a particular application, one may use
other cues to advantage – in our hand gesture tracker for ex-
ample, we augment motion cues with skin colour cues [10],
[11] to segment out the moving region of interest.

2.4. An Importance Sampling Mechanism
An Importance function augments a tracker operating with
one type of measurement (CONDENSATION, in this case)
with information from an auxiliary measurement source [9].
The use of additional knowledge makes the system robust
to failures in one measurement process. For Importance
Sampling, one samples from an Importance function Z[K � Q ,
rather than the state density \%K � Q (Appendix).

We use a new importance sampling mechanism – the
use of a uniformity predicate applied over a neighbourhood.
The aim of this approach is to segment out the region of in-
terest using another source of measurement. There is a jus-
tification for using an auxiliary measurement source as an



additional source of measurement, rahter than incorporat-
ing it in the original eigenspace. Each measurement source
is associated with its own characteristics and limitations.
Our framework of using an auxiliary independent measure-
ment augments the original, and enhances the reliability of
the tracker. As an example, let us consider a non-convex
shape enclosed in a bounding parallelogram. A pure Eigen-
tracker will have problems with changing backgrounds in
the bounding parallelogram. This is especially important in
the context of incrementally constructing the eigenspace, on
the fly. Using only texture- or colour-based properties, for
example may give an improper segmentation. A combina-
tion of the two in an importance sampling framework can
result in more reliable tracking.

We use a uniformity predicate to form a new ‘Impor-
tance’ Eigenspace – representing a view of the object of
interest in a frame, with the background eliminated. We op-
timize the ã and c̃ parameters of the Importance eigenspace
to obtain the Importance measurement. This is the set of
affine parameters ã AHC9D which transforms the current bound-
ing parallelogram to the original bounding box, such that
the reconstruction error is minimum.

2.5. The Overall Tracking Scheme
We present our overall tracking scheme in this section. Fig-
ure 1 outlines the main steps. Step A is the tracker initial-
ization (Section 2.3). We now predict affine parameters –
a parallelogram bounding box for the next frame (Step 1 in
Figure 1, details in Section 2.1). The next step (Step 2 in
Figure 1) is obtaining measurements (of the affine param-
eters) from the image – an optimization of the affine pa-
rameters @ and the eigenspace reconstruction coefficientsT (EigenTracker: Appendix). In Section 2.4, we further
enhance the algorithm to take advantage of different input
measurement sources using importance sampling. This uses
the Importance Eigenspace, with its corresponding affine
and eigenspace reconstruction parameters, ã and c̃. The
prediction step consists in estimating the new affine param-
eters, using the output of the previous two steps. Depending
on the reconstruction error, it decides on whether or not to
perform an eigenspace update. If any of the two reconstruc-
tion errors is very large, this indicates a new view of the
object. The algorithm recomputes a new bounding box and
starts rebuilding the eigenspace (Step 5 in Figure 1). It then
repeats the above steps for the next frame.

2.6. Using Other Trackers in Tandem
A simple variant of our EigenTracking framework has an
on-line EigenTracker working in conjunction with another
tracker. We can thus take advantage of a tracker tracking
the same object, using a different measurement process, or
tracking principle. The EigenTracker works synergistically
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Figure 2: Predictive EigenTracking results: frames (in row
major order, frame numbers under each frame) showing
successful tracking in spite of background clutter, and other
moving objects present in the scene.

with the other tracker, using it to get its affine parameters.
It then optimizes these parameters, and proceeds with the
EigenTracking. Such a synergistic combination endows the
combined tracker with the benefits of both the EigenTracker
as well as the other one – tracking the view changes of an
object in a predictive manner. As an example, we have ex-
perimented with using a CONDENSATION tracker and an
EigenTracker for cases of restricted affine motions – rota-
tion, translation and scaling (details in Section 3.1.2).

3. Applications
In this section, we study two important applications of our
approach namely, gesture analysis, and face and person
tracking. Our tracker runs on a 700MHz PIII machine run-
ning Linux. In [6], we present some preliminary results
of predictive EigenTracking for tracking a moving hand.
Our predictive EigenTracker forms the basis of a gesture-
based interface [5]. (All videos corresponding to this paper:
http://www.ee.iitb.ac.in/ ] sumantra/mpg)

3.1. Hand Gesture Tracking
First, we show the result of an experiment on a typical hand
gesture sequence (Figure 2). This example shows success-
ful tracking of a variety of hand poses. The tracker is not
distracted by either background clutter, or other moving ob-
jects. Figure 3(b) compares results obtained using the pre-
dictive EigenTracker with those corresponding to a non-
predictive version (Figure 3(a)). The average number of
iterations (for the optimization) improves from 3.5 to 2.9.



002 010 020

030 040 050
(a) Non-predictive EigenTracker

002 010 020

030 040 050

(b) Predictive EigenTracker

Figure 3: Tracking results with (a) a simple EigenTracker,
as compared with (b) results of our predictive EigenTracker
(bottom row): some representative frames. The hand is not
properly tracked using the former.

For the face tracking example in Figure 8 (b), this improves
from 12.8 to 12.3. A comparison of a non-predictive Eigen-
Tracker with a predictive on for the sequence shown in Fig-
ure 5 shows a drastic imporvement in the average number
of iterations - from 7.44 to 4.67.

3.1.1 Incorporating our Importance Sampling Mecha-
nism (Section 2.4)

The importance function (Section 2.4) works on the seg-
mented appearance with only the object, eliminating the
background. Hence, such an approach eliminates the prob-
lem of changing backgrounds for an EigenTracker. the
pers such as [10] show that human skin colour occupies
a small portion of the entire colour space. For colour ^�_! ^`CY^`ab.c0 in the de^fC�^ga colour space, we learn two like-
lihood functions \%Kh^%i jkR��ml Q and \%Kh^%i lon�2`j�R)�9l Q . We can
show that l (a number, based on the colour ^ of a pixel) pqsr Dut �wv�x y<zqsr v A 3 Dut �wv�x y<z , [11]. We consider those pixels correspond-
ing to the top {X| values of l as skin-coloured pixels.

For a hand tracking application for example, we use hu-
man skin colour [10] to segment the hand from the back-
ground. For the eigenspace, we consider a vector Ĩ con-

Figure 4: Importance sampling for a hand tracking applica-
tion: a video frame - the original, and with the skin coloured
region segmented out (details in text).

taining the intensity values of only the hand pixels in the
bounding window, and background pixels masked out. (As
in Figure 4) This is especially evident for cases such as Fig-
ure 5 where the background constitutes a large component

082 090 119

125 127 160
(a) Without Importance Sampling

082 090 119

125 127 160
(b) Using Importance Sampling

Figure 5: Incorporating our Importance Sampling mecha-
nism results in better tracking of the open hand

of an image of an open hand (a non-convex object). The
entire hand is better tracked in the latter case.

3.1.2 Synergistic Conjunction with Other Trackers:
Restricted Affine Motion (Section 2.6)

We now show experiments of using an SVD update-based
multi-resolution EigenTracker with a skin colour-based
CONDENSATION tracker [11]. The latter considers the



parameters of a rectangular window bounding the moving
hand as state vector elements – its centroid, the height and
the width. The observation is also a 4-element state vec-
tor, consisting of the rectangular window parameters of the
largest skin blob. The state dynamics considers a constant
velocity model for the centroid position, and a constant po-
sition one for the other two parameters.

We use the tracking parameters obtained from the CON-
DENSATION skin tracker for each frame, to estimate the
affine parameters for the the Appearance tracker. The ap-
pearance tracker then does the fine adjustments of the affine
parameters and computes the reconstruction error. We first
consider a restricted case of affine transformations – scal-
ing and translation alone (Figure 6). The processing time
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Figure 6: A simple synergistic combination of a CONDEN-
SATION skin tracker with an online EigenTracker: scaling
and translation. Details in Section 2.6

per frame is 100–180ms when it can track at the coarsest
level itself, and 600–900ms when it goes to the finest level
(image size 320 } 240). This experiment shows that having
even a very simple restricted affine model overcomes an in-
herent problem with the EigenTracker of being able to track
motion up to only a few pixels.

We extend the previous scheme to cover rotations as
well. We first compute the principal axis of the pixel dis-
tribution of the best fitting blob. We align the principal axis
with the vertical d -axis and compute the new width, height
and centroid. These parameters give us the restricted affine
matrix (scaling, rotation, translation):~ aY�uD 3 a �w� 3 �u� ��� lX�[KmE<��� Q
When applied to the current image, these parameters take
it to the first bounding window of the CONDENSATION
skin tracker. In Figure 7 we show results of this approach.
This scheme allows tracking of large rotations (as evident
in Figure 7). We get a better fitting window and less back-
ground pixels, leading to lower eigenspace reconstruction
error. The average processing time per frame is 900ms.

001 060 090

180 230 235

Figure 7: Synergistically using an online EigenTracker in
conjunction with a skin colour-based CONDENSATION
tracker: rotation, translation, scaling. Details in Section 2.6

3.2. Face Tracking, Person Tracking
In this section, we show examples of our importance sam-
pling method for tracking faces and persons across frames
in video sequences. In Figure 8 (a) and (b), we use a
skin colour-based importance function again, to track a face
across frames. In this figure, the person is not only mov-
ing, he is also rotating his head. As a result, the appear-
ance of the face undergoes considerable change through-
out the sequence. Due to this reason, the predictive Eigen-
Tracker without importance sampling fails after 10 frames,
as shown. However, the one with importance sampling is
able to track correctly for the entire length of 44 frames – a
drastic improvement.

For the next example, (Figure 8) we track a moving per-
son across frames in a movie sequence. The uniformity
predicate is based on the colour of the person’s shirt. Our
system is able to track the moving person in spite his mov-
ing against a textured background of a similar colour (as
in the last two images in Figure 8). In this case, an Eigen-
Tracker based on a colour predicate alone would have failed
because the background colour is similar to that of the ob-
ject being tracked. However, a combination of appearance
and a colour-based importance predicate enables the object
to be tracked correctly.

In this paper, we show examples using colour-based in-
formation. One may use any uniformity predicate to seg-
ment out the region of interest – colour or texture for exam-
ple, for use in an importance function.

Appendix: CONDENSATION, EigenTracking

The CONDENSATION algorithm [8] represents the state
conditional density by a sample set of O states, E 35� �k� �3 �
and a corresponding set of weights � 3;� �kG �3 � , �f�������Wl5� .
The algorithm makes use of the principle of factored sam-
pling. This enables the generation of a sample set of



FACE TRACKING IN A SPORTS VIDEO

002 006 010
(a) Without Imp. Sampling: failure at the 10th frame

002 006 010

020 025 044
(b) Using Importance Sampling

PERSON TRACKING

002 007 014

021 028 031

Figure 8: Using our Importance Sampling mechanism (Sec-
tion 2.4) for two applications: Face tracking in a sports
video, and person tracking in a movie sequence.

states, given the weights representing the conditional ob-
servation probability density. The CONDENSATION algo-
rithm needs:
1. a model for the system state

�
,

2. a state dynamics model \%K � 3 i � 398 & Q , and
3. a model for an observation ? : \%Km? 3 i � 3 Q

An EigenTracking approach [1] involves estimating the
view of the object (using the eigenspace), as well as the
transformation that takes this view into the given image
(modeled as a 2-D affine transformation). Black and Jep-
son pose the problem as finding affine transformation coeffi-
cients @ (

��! � # � & � ( � + � , � - .c0 ) and the eigenspace recon-
struction coefficients T , such that the robust error function
between the parameterized image � (indexed by its pixel lo-
cation � ) and the reconstructed one ��T (where � is the
matrix of the most significant engenvectors) is minimum,

for all pixel positions � ��! �e� .N0 :�$��Z�M��9l[�k���W�[K��IK�� :�� KN�s��@ QWQ�� ! ��TI.9K�� Q ��  Q (1)

Here, �[K � ��  Q �¡� (�¢ K � ( :   (kQ is a robust error function,
and   is a scale parameter. The 2-D affine transformation is
given by

� K��s�H@ Q �¤£ � #� +¦¥ : £ � & � (� , � -S¥ � (2)
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