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Abstract

In this paper, a technique is proposed for text dependent
audio-visual biometric person authentication using Dy-
namic Time Warping (DTW). A combination of features de-
rived from video and audio is used as a representation of
the utterance. The use of mid-face vertical intensity pro-
files as a representation of facial movements associated with
the utterance is proposed. The time varying profiles are
extracted from the video sequence after detecting the face
using a motion guided template matching technique. The
visual feature is combined with Linear Prediction Cepstral
Coefficients (LPCC) extracted from the speech waveform to
obtain a temporally synchronous joint audio-visual feature.
The joint audio-visual feature sequences are matched us-
ing the DTW algorithm to obtain the distances between the
test and the reference utterances. The performance of the
system is evaluated for a database of 25 speakers, and the
results are discussed.

1. Introduction

Biometric person authentication is the process of verify-
ing the identity of a person based on his/her physiological
or behavioral characteristics. As human speech contains
the characteristics of the speaker, it is currently exploited
in speaker recognition systems. Human speech is also bi-
modal, as it contains visual information in terms of facial
movements along with the audio. In the audio-visual per-
son authentication, the objective is to use the information
present in the audio and visual components of speech pro-
duction to authenticate a person. Techniques such as face
recognition and speaker verification can be compromised
by the use of face masks and pre-recorded utterances of a
genuine person. A bimodal person authentication system
using audio-visual information can offset some of the prob-
lems inherent in systems based on a single modality. This is
supported by the fact that humans perceive speech in both
audio and visual modes. Thus the use of bi-modal informa-

tion can increase the robustness of the person authentication
system.

In this study, the audio-visual person authentication
problem is mapped as a bimodal pattern recognition task,
where both modalities of audio and video are jointly pro-
cessed at the feature level before making a decision. The
issues involved are:

1. Face detection and tracking in video.

2. Feature extraction from video and audio.

3. Combination of modalities at feature level.

4. Pattern matching of test with reference features.

Extraction of facial features requires detection of the
face in the image frame. Face detection using templates
and motion information is discussed in Section 2. Sec-
tion 3 discusses extraction of visual features. The Lin-
ear Prediction Cepstral Coefficients (LPCC) extracted from
speech are combined with the visual features. Section 4 ex-
plains the methods of integration of audio and video modal-
ities at the feature level. Pattern matching using DTW and
performance evaluation of the proposed technique and dis-
cussed in Section 5. Section 6 concludes the paper by dis-
cussing the results of our experiments and directions for fu-
ture work.

2. Face Detection and Tracking
In the audio-visual person authentication, the first step is
face detection. After detection in the first image frame
of the video, the face has to be tracked in the subsequent
frames, to compensate for any displacement during the ut-
terance of the sentence. In this study, the following assump-
tions are made about the face in the video:

1. There is a single upright frontal face.

2. The lighting conditions during enrollment and testing
remain nearly the same.



Figure 1: Average face template

Figure 2: Different scales of upper face templates used for
face detection

3. Size of the face varies between 75x75 to 125x125 pix-
els in the image frame.

4. The person does not wear spectacles.

With these assumptions, the face is detected by a template
matching technique where the search space is pruned by us-
ing motion information.

2.1. Face Detection using Motion Guided Tem-
plate Matching

In order to detect a face in a still image, a number of tech-
niques have been reported [1]. Feedforward neural net-
works for classifying face and non-face inputs [2] and mod-
els based on skin colour have been reported [3, 4]. In our
technique, the face is detected in a video sequence using
multi-scale average face template. The average face tem-
plate is shown in Figure 1. This was generated by averag-
ing a set of 80 faces that were manually extracted from the
FERET face dataset [5]. The upper part of the face template
is used instead of full face templates reported in [6]. This
is to allow variation in the lower face during speech and
to make the matching less sensitive to cases where there is
facial hair present.

The average face template is matched with overlapping
windows taken from the image frame. Multiple scales of
the upper face template as in Figure 2 are matched with
overlapping windows taken from the image. The size of
the window taken is same as that of the template. The ab-
solute correlation coefficient is used as the extent of match
between the face template � and the window � . The cor-

Figure 3: A sample image frame from a video sequence

relation coefficient � is given as
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where (�, �) are the (row, column) indices of the image, (�,
�) are the (row, column) indices of the window � and tem-
plate � . � and � are the mean values of the pixels in the
template and window, respectively. Different scales of the
template as shown in Figure 2 are used for matching. The
scale of the template that returns the highest value of � is
taken as the best match scale. The location of the match
is taken as those values of �, � where there is a maximum
value of �.

In order to reduce the search space for template match-
ing, motion information is used. This is under the assump-
tion that the face of a speaker in a video may undergo dis-
placement during an utterance, which is evident from Figure
4 where the difference image between two successive image
frames is shown.

If the video� is represents a sequence of image frames
�� for an utterance of � frames,

� � ���	��	 
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then the difference image�� for the frame � is given as

�� � ��� ������ (3)

and the accumulated difference image � for the sequence
is obtained as
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Figure 5 shows the binarized motion map obtained by
thresholding the accumulated difference image �. It can
be seen from Figures 4 and 5 that, in order to locate a face
in a video sequence of an utterance, the template match-
ing needs to be performed only in the regions where there
is change. Therefore in each window the number of pix-
els that have undergone change is taken from the motion



Figure 4: Difference image between two adjacent frame of
the video sequence of an utterance

Figure 5: Thresholded Accumulated Differences for a video
sequence of an utterance used as a binary motion map

Figure 6: Result of face detection in a cluttered background
using upper face template (face enclosed in the white rect-
angle)

Figure 7: Result of face detection on person with facial hair

Figure 8: Results of the face detection technique applied on
the database used

map. This pixel change count is used to decide if the � ��
has to be calculated or not. If the pixel change count is be-
low a threshold, then ��� is set to zero, else it is calculated
as in (1). Figure 6 shows the result of this face detection
technique for a test image sequence with a cluttered back-
ground as in Figure 3. The white box shows the location
of the detected face. The technique also works with per-
sons with facial hair as shown in Figure 7. Figure 8 shows
the results of the face detection technique applied on the 25
speaker data set used in this study.

2.2. Face Tracking
During utterance, it is observed that the position of the face
does not remain constant. Therefore the face has to be
tracked across the entire video sequence for accurate fea-
ture extraction. The face is tracked by performing template
matching over a limited region around the original location
of the face in the first image frame of the video. The face
detected in the first image frame is used as a template. If
��	 �� represent the (row, column) of the location of the face
in the first image frame �� of the video, the matching re-
gion in the second frame onward is taken as a sub-image
����	 �� where

��  � � � �� �� �  (5)

� �  � � � �� �	 �  (6)

where ��	 �� are the (row, column) indices of the image
frame,  is the offset around the original face location and
��, �	 are the height and width of the face respectively. The



Figure 9: Extraction of vertical intensity profile from face
as shown by the vertical box along the middle of the face.
The profile is averaged at each row of the box.

offset  is set to a value taking into consideration the extent
of head movement during an utterance. Thus the face is lo-
calized across all the image frames of the video sequence of
the utterance.

3. Visual Feature Extraction
In order to represent the variations on the face that oc-
cur during a speech utterance, visual features are extracted
from the facial region. The features for representing visual
speech can be classified as morphological features and pho-
tometric features. Morphological features are parameters
related to the shape of the lips such as lip height, lip width
and contour shape parameters extracted using active con-
tour models [7]. Photometric features are extracted from
the gray level value of the image, such as eigenlips [8].
Active appearance models use statistical and morphologi-
cal properties of the lip sub-image [9]. Optical flow vectors
estimated between images frames have also been used as vi-
sual features [10]. But the flow vectors are computationally
expensive, and are not accurate when used to represent the
motion of non-rigid objects such as face.

In this paper, vertical face profile is proposed as a fea-
ture for representing visual speech for the audio-visual per-
son authentication task. This feature has the advantage of
being simple and easier to extract, than the other reported
visual features. Figure 9 shows the extraction of mid-face
vertical intensity profile. The face profile vector is taken as
the row-averaged pixel values along the vertical mid-face
region. The pixels are row-averaged in order to eliminate
noisy spikes in the profile. The use of vertical face profiles
is motivated by the fact that there is maximum change on
the face only in the vertical direction during speech. This is
due to the displacement of the lower jaws during a speech
utterance. Figure 10 shows a 3-D plot of the face profiles
extracted from a sequence of frames of an utterance. It can
be seen that the dynamic variations on the face is captured
by the face profile sequence. The variation is between row
indices 50 and 90 in Figure 10. The temporal variation of
this region is caused by the lip movements.

The profile extracted has static and dynamic parts. The
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Figure 10: Profiles extracted over 25 frames of an utterance

static part corresponds to the upper region of the face where
there is no variation during an utterance. The dynamic part
corresponds to the lip region that registers some variation
during an utterance. The temporal variation of each pixel
of the face profile is shown in the variance plot shown in
Figure 11. The correct length of the profile is the sum of
the lengths of static and dynamic parts. When a sufficiently
long fixed length profile is extracted from the face, the size
is adjusted by using the size of static and dynamic parts.
The end of the dynamic part can be obtained by threshold-
ing the temporal variance. In Figure 11, the end of the dy-
namic part corresponds to the pixel index 80, therefore the
corrected length of the profile is in this case is 80 pixels.

The profile vector � extracted from the face in an image
frame is represented as

� � ���	 ��	 
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	 ����� (7)

where �
 is the pixel value and � is the normalized length
of the profile. The first � Fourier coefficients of � is repre-
sented as

��� � ���	 ��	 


	 ����� (8)

where �� is the ��� Fourier Coefficient. In this study, the
value of � was taken as 4 for � � ��. This is to elim-
inate the high frequency spikes in the profile. The Profile
Fourier Coefficients (PFC) is taken as the feature vector de-
rived from ��� by taking the logarithm of each Fourier co-
efficient.

The begin and end image frames of the utterance are de-
tected using the begin-end detection algorithm for speech
proposed in [11]. This eliminates the leading and trailing
silence regions in the utterance. Thus the visual speech is
represented parametrically by a sequence of PFCs.
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Figure 11: Profiles and their temporal variance for detecting
static and dynamic regions

4. Audio-visual Integration
The audio stream can be integrated with video at two differ-
ent levels, which are known as late fusion and early fusion
[12]. In the late fusion, separate classifiers are used for au-
dio and visual streams, and their decisions are combined. In
the early fusion, the audio-visual modalities are combined
at the feature level. In this paper, the early fusion strategy is
explored, where the audio and video features are combined
at the feature level. The motivation for using the early fu-
sion strategy is that it captures the temporal synchronization
of the audio and visual events.

The acoustic speech signal is parametrically represented
as 19 dimension Linear Prediction Cepstral Coefficients
(LPCC). A detailed description of LPCC extraction is given
in [13]. The LPCCs are extracted for a frame size of 20ms
and frame shift of 5ms. This gives a feature generation rate
of 200 features per second.

The PFC extracted from each frame of the video is at a
rate of 30 features per second. As the rate at which video
features are generated is much lower than that of audio fea-
ture, the video features were repeated. Thus there are equal
number of LPCCs and PFCs per second. A joint audio-
visual feature is generated by concatenating the LPCC and
the PFC vectors. Thus the temporal synchronization is
maintained in the joint audio-visual representation.

5. Pattern Matching using DTW
During enrollment, the audio and video features are ex-
tracted and stored as reference templates. During verifica-
tion, the test features are matched with the reference tem-
plates. In order to match the test with the reference patterns,
the Dynamic Time Warping (DTW) algorithm is used [14].
Let ��	 ��	 ��	 


	 �� 	 


	 ��� represent the reference tem-

Figure 12: Performance of LPCC, PFC and their feature
level combination in terms of FAR, FRR and EER

plate for a speaker, and ��	 ��	 ��	 


	 ��


	 ���� denote
the test utterance. In general � �� � , due to differences in
speaking rate. DTW gives a warping path that associates
features in � to those in � . Thus matching score is com-
puted as

� �
�

����	 ������ (9)

where the template indices are determined using the DTW
algorithm and ��
� represents the distance between the fea-
ture vectors of the template sequence � , which matches
with the ��� vector of the input sequence � . A more
detailed account on the use of DTW algorithm for text-
dependent speaker verification is given in [11]. During ver-
ification, the test feature sequence is compared with all the
reference templates, and the matches are arranged in order
of increasing distances. A correct match is assumed when
the test speaker ID is ranked within the three closest dis-
tances.

5.1. Experimental Results
The database used to evaluate the proposed technique con-
sists of 25 speakers, with 10 sentences in 2 sessions per
speaker. The first session was used for enrollment, and the
second session was used for verification. During verifica-
tion, a combination of 3 sentences was used, and the speaker
is accepted only if the matching results come within the
top 3 ranks for at least 2 of the 3 sentences. An exhaus-
tive ���� combinations were tested for each speaker of the
database. The False Acceptance Rate (FAR) and the False
Rejection Rate (FRR) were calculated, and the Equal Error
Rate (EER) is taken as the average of the FAR and FRR.

Figure 12 shows a plot of the EER for PFC, LPCC taken



individually and the joint audio-visual features. It can be
seen that there is an improvement in the performance of the
combined audio-visual features.

6. Conclusion and Future Work
In this paper, the performance of the proposed face profiles
as a feature for representing visual speech is evaluated for a
text-dependent audio-visual person authentication task us-
ing DTW algorithm. The improved performance of joint
audio-visual features over audio and video taken individu-
ally shows that use of bimodal information gives a better
performance than the use of single modality. Hence the use
of PFCs is justified.

Further improvements can be made in the visual features
extraction by using a robust algorithm for face localization
that is invariant to face pose. This will reduce the restric-
tions on the speaker. Use of other acoustic features such as
pitch and intonation can further improve the performance
of the system. The proposed PFC can also be used for
a text-independent authentication using pattern modeling
techniques based on Artificial Neural Networks and Hidden
Markov Models.
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