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Abstract

This paper proposes a novel off-line handprinted Bangla (a
major Indian script) numeral recognition scheme using a
multistage classifier system comprising multilayer percep-
tron (MLP) neural networks. In this scheme we consider
multiresolution features based on wavelet transforms. We
start from certain coarse resolution level of wavelet repre-
sentation and if rejection occurs at this level of the classifier,
the input pattern is passed to a larger MLP network corre-
sponding to the next higher resolution level. For simplicity
and efficiency we considered only three coarse-to-fine res-
olution levels in the present work. The system was trained
and tested on a database of 9000 samples of handprinted
Bangla (a major Indian script) numerals. For improved
generalization and to avoid overtraining, the whole avail-
able data set had been divided into three subsets – train-
ing set, validation set and test set. We achieved 94.96%
and 93.025% correct recognition rates on training and test
sets respectively. The proposed recognition scheme is ro-
bust with respect to various writing styles and sizes as well
as presence of considerable noise. Moreover, the present
scheme is sufficiently fast for its real-life applications.

1. Introduction
Off-line recognition of handwritten characters, in particular
numerals has been a topic of intensive research during last
few years. The application areas include postal code read-
ing, automatic processing of bank cheques, office automa-
tion and various other scientific and business applications.

Automatic recognition of handwritten characters is diffi-
cult because of variations in style, size, shape, orientation
etc., presence of noise and factors related to the writing
instrument, writing surface, scanning device etc. To sim-
plify the recognition scheme, many existing methods put
constraints on handwriting with respect to tilt, size, relative
positions, stroke connections, distortions etc. In this paper
we consider numeral characters written inside rectangular
boxes of fixed size.

Enough research papers are found in English [19], Chi-
nese [20], Korean [10], Arabic [1], Kanji [22] and other
languages. For example see the review in [17]. However,

only preliminary work [16, 2, 3] has been done on a script
like Bangla, the second-most popular language and script in
the Indian subcontinent and the fifth-most popular language
in the world. In the previous census, it was found that only
3% of the educated population of West Bengal, the major
Bangla speaking state of India, knows a foreign language
(mainly English).

One of the important issues related to handwriting recog-
nition is the determination of a feature set which is reason-
ably invariant with respect to shape variations caused by
various writing styles. To tackle the problem we have cho-
sen a wavelet based multistage approach. Wavelet based ap-
proach has been used for handwritten character recognition
previously [21, 11, 9] but not in a cascaded manner used by
us. In wavelet analysis, the frequency of the basis function
as well as the scale can be changed and thus it is possible to
exploit the fact that high frequency features of a function are
localized while low frequency features are spread over time.
Real life images are composed of large areas of similar in-
formation but sharp changes at object edges. The biological
eyes are more sensitive to object edges rather than minor de-
tails inside. Thus, in many situations, wavelet based tech-
niques are suitable for image processing tasks. Moreover,
wavelet, as a problem-solving tool fits naturally with digital
computer with its basis functions defined by just multipli-
cation and addition operators – there are no derivatives or
integrals.

In this paper, a three stage system is proposed where fea-
tures in the form of wavelet coefficient matrices at different
resolution levels are considered at three different stages of
the recognition system. MLP networks with different ar-
chitecture is used as classifiers. In the initial stage, a nu-
meral is subjected to recognition using the low-low part of
the wavelet coefficient matrix as the feature set. If the input
character is not classified at this level, it is passed to the next
stage using wavelet coefficients of the next higher level of
resolution. If the pattern is again rejected at this stage, at-
tempt is made by the last stage where the next higher level
of wavelet features are considered.

In this scheme, depicted in Fig 1, feature vectors are ob-
tained by convolving the Daubechies-4 wavelets [6] with
a character image. Three MLP network architectures are
trained using training sets at three coarse-to-fine resolution
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Figure 1: Smooth � � � smooth components of wavelet de-
composition of a Bangla numeral (one) image at different
resolution levels ��� Original image ��� ��� �� resolution
level ��� ��� �� resolution level ��� �� � resolution level

levels. Also a validation sample set [8] is used to determine
the termination of training. The classification strategy is to
place an input character to one of the possible 10 categories
or reject it. The rejection criterion is chosen interactively
so that the misclassification is minimized on the union of
training and validation sets. Rejected candidates are given
higher representations during the MLP training for the next
two recognition stages. This helps in reducing the rejection
percentage [14] at the higher stages. The rejection criterion
at the final stage is determined by maximizing the correct
classification on the above union set.

The rest of this article is organized as follows. Section
2 and 3 respectively provide brief overviews of multilayer
perceptron and wavelet transform. We describe the prepro-
cessing, training of the set of MLP networks and the multi-
stage recognition scheme in Section 4. Experimental results
are reported in Section 5. Concluding remarks are given in
Section 6.

2. Multilayer Perceptron
Multilayer perceptron neural network model is possibly the
most well-known neural network architecture [15]. The
strengths of connections between nodes in different layers
are called weights. Such weights are usually initialized with
small random values and in the present application we con-
sidered random values between -0.5 to +0.5 obtained from
a uniform distribution. The final weights may be obtained
in an iterative manner by using the so-called backpropaga-
tion (BP) algorithm[18] This training algorithm performs
steepest descent in the connection weight space on an error
surface defined by
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where �����, ����� are respectively, the target and output
vectors corresponding to the 
-th input pattern. The system

error � is defined as
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where� is the total number of patterns in the training set. In
classical BP algorithm, weight modification rules are given
by
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where ������ is the weight connecting a node � and another
node � in the next upper layer at time � and �� 
� is a
positive constant, called the learning rate.

To tackle the problem of possible local minima and slow
convergence, Rumelhart et al. suggested the use of momen-
tum term when the weight modification rule (3) becomes
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where ������ � �� is the change in the corresponding
weight during time � � �, and 
 � �� � � is a constant,
called the momentum factor [18].

In many situations, the inclusion of this momentum in
the weight modification rule increases the speed of conver-
gence of the algorithm to some extent. However, in real
life applications, futher improvement of this learning algo-
rithm is essential and there exits a large number of such
modifications of this algorithm in the literature. In fact, in
the present application, we used a modified BP algorithm
which considers a distinct self-adaptive learning rate corre-
sponding to each individual connection weight. Using such
self-adaptive learning rates, the weight modification rule (4)
becomes [4]
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where ��� � �����. ���� � �

���
��� �

�

is called the effec-

tive value function and � � 
 is a constant.
The self-adaptive learning rates are modified as follows:
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� is a constant of proportionality.
The learning performance of an MLP network using this

modified BP algorithm does not depend much on the choice
of �. The constant � determines the maximum value which
can be assumed by a learning rate. In the present applica-
tion, the value of � and � are always taken as 0.1 and 4.0
respectively.



3. Wavelet Descriptor for Multiresolu-
tion Feature Extraction

In wavelet analysis, an input signal is decomposed into dif-
ferent frequency components and then each component is
presented with a resolution matched to its scale. Thus a
wavelet provides a tool for time-frequency localization.

A wavelet system is a set of building blocks used to
represent a function. It is a two-dimensional set of ba-
sis functions ������	w�����	 � � �	 �	 � � � 	 such that any
square integrable function can be expressed as ���� ��

�

�
� ����������� for some set of coefficients ����. Gen-

eral wavelet basis functions, ��� , may be obtained from a
mother wavelet, �, by shrinking by a factor of � � and trans-
lating by ����, namely
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Here � represents the dilation number and � represents the
translation number. The scale factor �

�

� normalizes ���

so that ����� � ���. For certain choices of the mother
wavelet function �, the set of functions ��� form an or-
thonormal basis and hence any given function � may be ap-
proximated by these basis functions.

The first and simplest possible orthogonal wavelet sys-
tem is the Haar wavelet (Thesis of A. Haar, 1909). However,
Daubechies constructed a set of orthonormal wavelet basis
function that are perhaps the most elegant. These wavelets
are compactly supported in the time-domain and have good
frequency domain decay.

The above describes the reason behind our choice of
Daubechies’ wavelet transform. A particular family of
wavelets is specified by a particular set of numbers, called
wavelet filter coefficients. The simplest member of the
Daubechies’ family is the Daubechies4 which has been con-
sidered in our implementation. The layout of application of
wavelet transform recursively on an image is shown in Fig-
ure 2. The successive application of the transform produces
an increasingly smoother version of the original image. One
most useful aspect of wavelet transform is the existence of
fast computation algorithmn by means of multiresolution
analysis [13]. Moreover, the algorithm for two-dimensional
transform is a straightforward extension of that for the one-
dimensional transform.

4. Recognition Scheme
4.1. Preprocessing

As preprocessing, we considered only size normalization.
The input grey scale image is first scaled to ��� �� image
by using the moment method [5]. No further preprocessing
like tilt correction, smoothing etc. are considered.

Figure 2: Layout of Wavelet decomposition for an image (L
	 low-pass filter, H 	 high-pass filter, L� 	 �th level)

4.2. Training of MLPs
Two important aspects of the training of MLP networks are


 Designing the training sets and


 Termination of training

Designing the training set. The recognition performance of
an MLP network highly depends on the choice of a repre-
sentative training set. Manual selection of training samples
is definitely a good approach to this problem. However,
since this approach is extremely tedious, we have chosen
the training set randomly from the available data. In fact,
we performed random selections with respect to three dif-
ferent seed values and experimental results will be provided
corresponding to the best of these three.

In our simulations, the size of the training set is 20% of
the available data size. The MLP network in the first stage,
uses this set for its training. However, training sets used for
MLP networks of the latter stages are slightly different. We
increased the representations of training samples rejected
by the MLP of the first stage, by a factor of four to form
the sample set for the training of MLP at the second stage.
Similarly, the sample set for the training of the MLP at the
third stage is formed from the first level training set by in-
creasing the representations of elements rejected at the sec-
ond level, by a factor of eight. This approach of enhanced
representations helps in increasing the correct classification
percentage.

Termination of training. There are various termination
criteria available in the literature. The recognition perfor-
mance highly depends on how much training has been given
to the network. An effective strategy of judging training ad-
equacy is the use of a validation set. With increased train-



ing, the recognition error on the validation set decreases
monotonically to a minimum value but then it starts to in-
crease , even if the training error continues to decrease. For
better network performance, training is terminated when the
validation error reaches its minimum. In our simulations,
we considered 15% of the data as the validation set.

4.3. Recognition scheme
The proposed recognition scheme has been simulated on
the domain of handprinted Bangla numerals. Ideal Bangla
numerals and 70 handwritten samples (7 different numeral
characters per class) are shown in Fig. 3.

(a)

(b)

Figure 3: ��� Ideal samples of Bangla numerals ��� A typi-
cal sample data subset of handwritten Bangla numerals

The bounding box (minimum possible rectangle enclos-
ing the image) of an input image of a numeral is first com-
puted and then this is normalized to the size �� � �� us-
ing the moment method [5]. Wavelet decomposition algo-
rithm is applied to this normalized image recursively for
four times to obtain � � � smooth� � �smooth approxima-
tion of the original image. In this procedure, we also obtain
�� � ��, �� � �� and � � � smooth� � �smooth approxima-
tions of the original image. Theoretically, this decomposi-
tion algorithm could be applied for the fifth time to obtain
� � � approximation. However, during our simulations, it
is observed that different numerals are not generally distin-
guishable from these smallest possible approximations.

The above approximations of the original image are

gray-valued images and we apply simple thresolding tech-
nique to obtain these as binary images. The present scheme
is a 3-stage recognition scheme. In the first stage binarized
version of �� � approximation of the original image is fed
to the input layer. Different responses at the nodes of the
output layer are compared. Usually the output node with
maximum value recognizes the input image. However, in
the present problem this approach is not suitable because
it leads to unacceptably high misclassification percentage.
On the other hand, we interactively determine a thresold
value (� ) of the diference between the maximum (���) and
second maximum (���) values among the output nodes so
that the misclassification from the union of the training and
validation sets is minimized. Thus, if corresponding to an
input numeral ��� � ��� � � holds, then it is recognized
to belong to numeral class correponding to the output node
having the value ���; otherwise the input numeral is said to
be rejected by the initial stage of classification. In case of
rejection by the first stage of the classification scheme, it is
passed to the next stage with �� � smooth� � �smooth com-
ponent of the transformed image. Again similar recognition
procedure is followed in this middle level of recognition and
if it is rejected for the second time a third and last attempt
is made using the ��� �� smooth� � �smooth component of
the transformed image. During our simulation runs, it has
been observed that by extending the proposed classification
scheme into further stages cannot improve the classification
accuracy.

5. Experimental Results

The authors do not have information of the availability of
any standard database of handprinted Bangla numerals. So,
a database has been generated for simulation purposes. In
our simulation, we considered a data set of 9000 hand-
printed Bangla numerals equally distributed over all classes.
These data has been collected from different sections of the
population of West Bengal, India keeping in mind variations
with respect to age, sex, education, place of origin, income
group and profession by a number of University students
over a period of more than one year. Since there appears
variation in the writing style of a single individual at differ-
ent points of time, each individual has been approached on
4 occassions for the sample.

Out of this set of 9000 data, the training set, valida-
tion set and test set consist of 1800, 1440 and 5760 sam-
ples respectively. In the first stage of classification scheme,
18.72% of the test data are rejected out of which 67.38%
and 2.86% are respectively classified by the second stage
and third stage of the classification scheme. The overall
rejection percentage is 1.97% and misclassfication is only
5.005%. Thus we achieved 93.025% correct classification
accuracy. The confusion matrices at different levels of clas-



Confusion Matrix of the First Stage of Classification

Confusion Matrix of the Second Stage of Classification

sification and also the overall classification result is given
in the Tables below. This recognition performance of the
proposed scheme is better than the exiting ones. The cor-
rect recognition percentages reported in [16] and [3] are
respectively 91.98% and 90.56%. On the other hand, the
present approach can recognize sixty numerals per second
on a Pentium-IV Desktop Computer which is enough for
any real-life applications.

Confusion Matrix of the Third Stage of Classification

6. Conclusion
Wavelets have been studied thoroughly during the last
decade [7] and recently the researchers are applying it in
various fields of mathematics and engineering. Its poten-
tial in image compression tasks has been already established

Overall Confusion Matrix On The Test Set

��� ��� ��� ���

Figure 4: Smooth � � � smooth components of wavelet de-
composition of a noisy image of a Bangla numeral (one)
at different resolution levels ��� Original noisy image ���
�� � �� resolution level ��� �� � �� resolution level ���
�� � resolution level

and its applicability in various other image processing prob-
lems are getting explored. In this paper we proposed an
efficient multistage approach using multiresolution wavelet
features and multilayer perceptron clasifiers. As it is seen
from the simulation results, the proposed approach can pro-
vide very good recognition result on handprinted Bangla
numerals. The wavelet based features are also not affected
in the presence of moderate noise or discontinuity or small
changes in orientation. In Figure 4, we have shown the nu-
meral of Figure 1��� affected by noise and its wavelet-based
feature images at different resolution levels. From Figure 4,
it is clear that higher resolution levels are more sensitive to
noise. During our simulation runs, it is observed that reso-
lution level ��� �� contributes most to recognition.

Here it should be noted that consideration of this multi-
stage classification is useful because if all the test patterns
are fed to each of the three individual MLP classifiers, then
none of the rejection sets or sets of misclassified samples is
a subset of another. On the other hand, considering � � �
components at the initial stage helps to minimize the aver-
age computation time.

Finally, there exists striking resemblance between
Quadrature Mirror Filters (QMF) known in subband cod-
ing techniques in the field of signal processing and the or-
thonomal bases of the wavelet analysis. In fact, the wavelet



algorithm is a form of subband filtering and most of the
computations of wavelets can be implemented using filter
banks. Moreover, Lewis and Knowles have also devised a
clever idea of quantising the wavelet coefficients in order to
build a simple VLSI arhitecture without multipliers [12].
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