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Abstract

A new level-line registration technique is proposed for im-
age alignment. This approach is robust towards contrast
changes, does not require any estimate of the unknown shift
between images and tackles some speci¿c problems due to
image acquisition systems:¿xed artefacts apparition or
repetitive patterns that could lead to paring ambiguities.
The registration by itself is performed by an ef¿cient level-
line matching process based on a multi-stage primitive elec-
tion procedure. We deal in this paper with a very challeng-
ing situation, due to the particular nature of images: Micro
Electromechanical Systems (MEMS) pro¿les alignement.

1 Introduction

Interferometric pro¿lometry is a microscopy technique
which allows to measure the three-dimensional pro¿le of a
surface. Resolution is sub-micronic horizontally and nano-
metric along the vertical axis, likely to further involve sub-
pixel re¿nements. The technique is used for the charac-
terization of��mechanical-device behaviours in order to
size them up and predict their reliability as electromechan-
ical ��systems. To extend the¿eld of measurement - lim-
ited to a few hundred microns - it becomes necessary to
move mechanically the��device in front of the lighting
and optical system. Then, several partially superimposed
3D pro¿les are acquired, needing realignment. Due to their
3D nature, the pro¿les can be represented as pictures and
paired thanks to image registration techniques. Aligning
pro¿les then amount to a matching process. However, the
speci¿city of our application, due in particular to various
imperfections - dust, spots, stains on lenses - of the mea-
surement system, and varied lighting along with the physi-
cal shift, makes it dif¿cult to solve using traditional regis-
tration techniques: images do not keep contrast,¿xed arte-
facts do appear and repetitive structures common in such
MEMS generate ambiguities against mapping. In addition

to this, the implemented method should be fully automated
for fundamental-physics users not requiring any arbitrary
threshold or a priori knowledge (eg. minimal overlapping,
magnitude or direction of deformation).

Automatic approaches for image registration could be
classi¿ed in different ways depending on the chosen point
of view. A very complete classi¿cation which takes into
account 9 differentcriteria can be found in [6]. However,
the most frequent ones use only two categories. The¿rst
one spans frequency domain methods and the second one
spatial domain ones. Frequency approaches are based on
phase correlation and exploit basic properties of the Fourier
transform [8]. It is well-known that such techniques are sen-
sitive to brightness changes and require overlapping higher
than 50% between registred images. Spatial approaches are
based on explicit primitive match (eg. exhaustive search,
dynamic warping, etc.), or implicit one (eg. quadratic er-
ror minimization). These primitives are points, edges or re-
gions, survey can be found in [1] or [9].

We discard all classical approaches for three main rea-
sons. First, because of their sensitivity to contrast changes.
In fact, used primitives either depend directly on images
gray-level values (points, regions) or suffer lack of real con-
trast independant extraction (edges, contours) [3]. Second,
most approaches require some initial estimate of the image
shift, close enough to the actual solution. Finally, the prob-
lem of patterns periodicity is seldom tackled, although re-
sulting into ambiguous matching.

Our approach needs to speci¿cally address such prob-
lems. We thus choose to use speci¿c primitives, that is
”level lines” of the images. They are robust to contrast
changes [3], [7]. They have been used successfully for mo-
tion detection in particular with exterior images sequences
where the hypothesis of brightness invariance would fail in
[2], [5]. In addition, their polygonal nature supports an ef¿-
cient matching process based on a voting procedure. It con-
sists of constructing a list of potential candidates for each
straight piece of level-line, the most similar ones according
to an adapted metric and based on speci¿c measurements.



The winning shift cumulates the maximum votes.

Our paper is organized as follows: ¿rst we describe our
primitive extraction process. Second, we propose a fea-
ture selection approach that permits to classify primitives
according to their importance. Finally, we present the vot-
ing process that allows to exhibit the unknown shift be-
tween images. Conclusion outlines satisfactory results we
got even in very challenging cases.

2 Level-lines extraction

Let L+p, denote the intensity of the image at the pixel loca-
tion p+{> |,. The level set� of L is the set of pixelsp with
an intensity equal or greater than�.

CL� @ ip!L+p, � � j

The level line associated to the level setCL� is its border.
One could extract all level sets from the image by using a
series of thresholds. Our approach is less time-consuming
and more effective: we extract groups of level-lines belong-
ing to the same range of level sets. In fact, we exploit an
elementary property of level sets: they are included one
in another. That is:;� A � CL� � CL�. It means that
level lines could be locally juxtaposed but they could never
cross. Therefore, we propose a simple recursive extraction
process that tracks groups of level lines (the superimposed
ones) until they separate. Along the search, subparts are
isolated where lines are shown to be straight. This process
never considers gray level values direclty but only the rela-
tive order between them. It starts at each pointpr+{> |,, de-
termines which ones among its 4 neighbourspr+{> | . 4,,
pr+{ � 4> |, , pr+{> | � 4, or pr+{. 4> |, are successors,
initiating four possible paths (see¿gure 1). Each selected
one becomes the current pointpn and the process repeats
until stopping criteria get false.

q

r q r

qq

r

r

Current point pk
Successor pk

i=1,4

Path 1
successor : p1

k

Path 2
successor : p2

k

Path 3
successor : p3

k

Path 4
successor : p4

k

Figure 1. The 4 possible paths starting by a point
s, at stepn of the recursion, and its 4 possible
successors associated with each path.q andr rep-
resent the points on both sides of the chosen path.

pnl@4>7 is a successor ofpn, at stepn if all of the following
conditions are veri¿ed:

Condition 1 At least one level line passes between q and
r. That is: mL+rn,� L+qn,m � wkuhvkrog. In order to
take quanti¿cation effects into account , the threshold is set
equal to 2 (quanti¿cation step + 1). It means that we extract
all level lines without any selection at this stage. Let us un-
derline that our primitive extraction process could need no
threshold.

Condition 2 The tracked level line associated to the
chosen path belongs to the same group of level
lines being tracked from the beginning (see¿gure
2): ^plq +L+qn�4,> L+rn�4,, >pd{ +L+qn�4,> L+rn�4,,`_
^plq +L+qn,> L+rn,, >pd{ +L+qn,> L+rn,,` 9@ >
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Figure 2. We must be sure that we are tracking the same
group of lines that correspond to the same range of level
sets.

Condition 3 The interior (vs. exterior) of the correspond-
ing level sets� associated to the tracked level lines� is
kept on the same side. That is:L+rn, is always greater or
always smaller thanL+qn, for the same group of tracked
level lines.

Condition 4 The tracked level lines are still straight.
This condition is checked in computing the maximum
distance from already traversed points to the cord
^initial point , current onè. This distance should not exceed
a threshold (see¿gure 3). Of course, the already traversed
points are not stored. Only the crack code corresponding to
the path is saved at each step, the reference system origin
being¿xed at the initial pointpr in order to calculate the
line equation.

po

pk

Crack code = 010001000

Figure 3. In order to determine if the tracked
level lines ¿t a line, we just compute the dis-
tancegm @ md{m . e|m . jm between each tra-
versed pointpm+{m > |m, and the line��$prpn of equa-
tion d{. e| . j @ 3 whered5 . e5 @ 4 .



This iterative process stops when one of the above con-
ditions is not veri¿ed any more. Then it is possible to asso-
ciate to the starting pointpr:

1. the ending pointphqg

2. the approximated direction of the straight tracked
group of level lines���$prpn

3. the mean contrast along the tracked level lines:f @S mL+rn,� L+qn,m
4. and the length of the tracked level lines:o @ n��$prpnn

Using these informations, it is easy to group all points
belonging to the same lines. Results are reorganized no
longer in terms of starting points but in terms of lines and
their characteristics. The end result of the level line extrac-
tion process is then the set of all straight pieces of level-lines�
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belonging to imageL with associated features:
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wherep@pr is one line extremity,� the orientation,o the

length andf the mean contrast along the line.

3 Level-lines Selection

The level-line extraction procedure exhibits all level lines in
groups of straight segments belonging to the same range of
level sets. However, level-lines do not all have the same im-
portance. Some do separate level sets very close in terms of
gray value. This is analog to very low edge slopes when the
contrast between regions is light. Other lines are very short,
meaning that they are associated to very small level sets
likely to be noise generated. Therefore, in the matching pro-
cess, level-lines are balanced with different weights accord-
ing to their contrast and length. We choose here to classify
the obtained features into 3 categories (from max-priority to
min-priority, see¿gure 4). Leto,�o andf,�f be the mean and
standard deviation respectively of all level-line lengths and
all level-line mean contrasts over the imageL. The¿rst cat-
egory� most important level lines� correspond to those
with high contrast and signi¿cant length compared to the
means. Let assign them weightz @ Zpd{, ( in the present
application,Zpd{ @ 6 ). The weightz @ 5 is assigned
to those having large length too but lower contrast and the
last one (z @ 4) gathers the shortest yet with high contrast.
The remaining level lines are rejected (see¿gure 5). Thus,
we can add another characteristic to each line, its priority
weight:
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Figure 4. Primitive classi¿cation according to
their length and their mean contrast from the
¿rst category - high priority - (length and con-
trast above mean contrast and mean length) to the
third.
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Figure 5. Results of level line extraction and
classi¿cation. 8 colours are used. For display
purpose, each color corresponds to a particular
level line orientations using a discretization de-
gree of�@7. Level lines are displayed roughly
using starting point, ending point and obtained di-
rection (a) original image. (b) All straight pieces
of extracted level lines. (c) Level line with prior-
ity z @ 6. (d) Level lines with priorityz @ 5. (e)
Level lines of priorityz @ 4. (f) Rejected level
lines.



4 Level-lines matching

The above level-line classi¿cation led to consider a multi-
stage matching process where each phase invites a new cat-
egory of primitives to vote. Before any election, each level-
line primitive is asked to construct a�-nearest primitive
preference list. The voting process then consists of select-
ing a potential match according to the candidate position in
this list. Let us further detail this procedure.

4.1 Preference lists

Each primitivex 5
q�$
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(straight piece of level line)

in the ¿rst imageL builds a preference list of primitives
sorted among those in image J, from most to least similar
one, using a distance measure based on length, orientation
and average contrast. The distanceglvw betweenx and any
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is simply de¿ned as:

glvw+x>y, @ n4 m�x � �ym. n5 mox � oym. n6 mfx � fym.

n4> n5 andn6 allow to adjust the relative importance of
each characteristic and:{ @

�
s{ �{ o{ f{ z{

�W
.

The size of the preference list is set to�. Let @x be the
preference list ofx . Let @x^srv` @ ysrv the primitive of
imageM at positionsrv 5 ^4>�` in the preference list ofx
de¿ned by:

@
x
^srv` @

+
ysrv 5
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!ysrv 5
�-plq +glvw+x>y,,

,

Where the function�-plq+, returns the � nearest prim-
itives using the above de¿ned distance=

4.2 Voting process

Accounting for periodic patterns in the images requires a
multi-stage voting process. Each stage asks a new cate-
gory of primitives to express their opinion after reducing the
number of candidates, until just one shift collects the max-
imum votes. First, all primitives with high priority weight
(z @ 6) vote. If a single pic appears in the voting space
(a shift obtains absolute majority), then the voting process
stop. Else a second stage could begin involving an addi-
tional population of voters: the primitives with less priority
weight (z @ 5). V pics in the voting space are selected
according to the con¿guration of the space (interdistances,
heights, extension...). Voters in this second stage (primitives
with weight 3 and 2) have to chose between the selected
maxima. The voting process stops when no more primitive
is avalaible or when just one pic does appear collecting ab-
solute majority.

The voting space V is a cummulative space where coor-
dinates+{> |, represent shift values and the content V+{> |,>
or V^vkliw`, is the global vote in favour of shift+{> |,= The
origin that is identity (shift @ 3> 3) is placed in the mid-
dle of the space. The algorithm below describes the main
operations of our approach.

{selected shifts} = all the possible shifts
FOR w @ Zpd{ DOWNTO 1 DO

;vkliw> Vw ^vkliw` @ 3

FOR each linex 5
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in the imageL DO

FOR srv @ 4>� DO

Let ysrv @ @
x
^srv`

shift @ sy � sx
IF (shift5 {selected shifts})THEN

Vw ^vkliw` @Vw ^vkliw` .7y
END

END

END

{Selected shifts} =S-pd{ +V ^v`w,
Stop if one just pic appear in the voting space.

END

The contribution value 7y in a vote for a given vkliw @
sy � sx between two primitives u and v is computed
through four parameters. Let 7y @ � � � � � � �, pa-
rameters�> �> � and� are ajusted as follows=

1. A potential correspondentysrv will have a higher con-
tribution if it lays in the begining of the preference list.
� is thus inversely proportional to the positionsrv of
the primitiveysrv. Let choose:

� @
�

srv
� @ i4> ===>�j

2. At a given stage of the voting process, primitives with
priority greater or equal tow> w 5 ^Zpd{>Zplq` > are
allowed to vote. For example, in the¿rst passw@ 6
and voters must have priority 3� for the second pass
w@5 and voters must have priority 2 or 3, etc. How-
ever, primitives with higher priority still vote in higher
consideration.� is then proportionnal to the primitive
weight. That is:

� @
zx

Zpd{

� @

�
4

Zpd{

> ===> 4

�

3. In most cases, the number of primitives with higher
priority (reliable primitives) is smaller than other cate-
gories. Thus, we have to normalize the vote of a prim-
itive belonging to a given category with respect to the



number of reliable primitives (zx @ Zpd{,, in order
to reduce its contribution. Let � be the normalization
factor.

� @
S +zxl @ Zpd{,l@4>Q
S +z

xl
@ z

x
,l@4>Q

� 5 `3===4`

4. Finally, at a given pass w, a shift is given a voting value
Vw ^vkliw` to be taken into account in the next pass. �
is then the relative value of the shift compared to the
maximum value obtained in the previous voting stage:

� @
Y ^vkliw`w�4

pd{
�
Y ^v`w�4

� � 5 `3===4`

5 Results

Following ¿gures give ¿rst results of our alignment method
in three different cases of images with very large amplitude
shift. Second and third couple of images are more challeng-
ing due to the repetitive patterns, and low contrast.

(a) (b)

(c) (d)

(e)

Figure 5. (a) and (b) Two partial pro¿les of an
aluminium ring. (c) and (d) The voting space
represented by an image or a 3D mesh and its
maxima which correspond to the different possi-
ble shifts. Here, only one pass is used because

one signi¿cant enough pic appears in the voting
cumulative space. (e) the result of our alignment
method : shift of (-2,72) which corresponds to the
shift pic.

(a)
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(c)

(d)

(e)



(f)

Figure 6. (a) and (b) Partial pro¿les of a micro
gyrometer electrostatic copper comb. (c) to (e)
The voting spaces corresponding to the 3 vote it-
erations. (f) The resulting correct alignment (shift
of -98, 3) in spite of the repetitive patterns.

6 Comparision with other systems

We have compared our technique with two classical points-
based approaches: phase correlation (using an FFT trans-
form) and intensity distance minimisation (using the well-
known Levenberg-Marquardt optimisation method). None
of them give expected results. They require either a sig-
ni¿cant covering between images or a good estimate of the
solution. We have also used a very interesting online web
demo [4]. Due to the repetitive patterns present in the im-
ages, the obtained shift is not correct (see Figure 7).

Figure 7. The resulting shift=(28, 1) obtained by
the UCSB System [4] using images of Figure 6.

7 Conclusion

We have proposed an image registration approach robust to
contrast changes, that does not require any prior estimate
of the unknown shift between images and that takes into
account speci¿c problems due to our image acquisition
system or to the application, like lighting movements
and repetitive patterns. We chose speci¿c primitives with
a very suitable property: their contrast change invari-
ance. We then propose a recursive extraction process
that never uses direclty gray level values but only the

relative order between them. The registration by itself is
performed through an ef¿cient matching procedure based
on multi-pass voting. It consists of constructing a list of
potential candidates for each straight piece of level-line,
the most similar ones according to an adapted metric
and based on speci¿c measurements. The winning shift
cumulates the maximum votes. The multi-pass voting is
introduced in order to tackle the problem of local maxima
� corresponding to the repetitive pattern responses�
that could be found in the voting space. Primitives are
then invited to vote according to their importance at each
pass of the election. Results we got are very encouraging
and give expected results in spite of the very challenging
situations we have considered. Our next step is to make
the process more robust to perturbations, up to adress other
transformations between images like rotations or scaling.
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