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Abstract

This paper presents an approach for a multi-cue, view-
based recognition of gestures. We describe an exemplar-
based technique that combines two different forms of exem-
plars - shape exemplars and motion exemplars - in a uni-
fied probabilistic framework. Each gesture is represented
as a sequence of learned body poses as well as a sequence
of learned motion parameters. The shape exemplars are
comprised of pose contours, and the motion exemplars are
represented as affine motion parameters extracted using a
robust estimation approach. The probabilistic framework
learns by employing a nonparametric estimation technique
to model the exemplar distributions. It imposes temporal
constraints between different exemplars through a learned
Hidden Markov Model (HMM) for each gesture. We use
the proposed multi-cue approach to recognize a set of four-
teen gestures and contrast it against a shape only, single-
cue based system.

1. Introduction

Visual recognition of arm and hand gestures has a variety
of applications in human machine interfaces, virtual reality
and robotics. In the last decade there has been an exten-
sive interest in gesture recognition in the computer vision
community [6, 7, 20, 23, 24, 3] as part of a wider interest
in the analysis of human motion. The approaches used for
gesture recognition, and analysis of human motion in gen-
eral, can be classified into three major categories: model-
based, appearance-based, and motion-based. Model-based
approaches focus on recovering the three-dimensional con-
figuration of articulated body parts, e.g. [19]. Appearance-
based approaches use two dimensional information such as
gray scale images or body silhouettes and edges, e.g. [20].
In contrast, motion based approaches attempt to recognize
the gesture directly from the motion without any structural

information about the physical body, e.g. [17, 3]. We re-
fer the reader to [11, 16, 14] for extensive surveys of re-
lated work. In all these approaches, the temporal properties
of the gesture are typically handled using Dynamic Time
Warping (DTW) or using Hidden Markov Models (HMM)
[20, 15, 24, 23].

Computer vision researchers have addressed integrating
multiple cues in different contexts. In the context of ges-
ture recognition and body parts tracking, the use of multi-
ple image cues and therefore multiple object representations
facilitates robust exploitation of the rich visual information
contained in image sequences. This leads to trackers that
are more robust to background clutter [1]. Typically, the
different cues are used to provide independent object rep-
resentations such that even if one object representation fails
to distinguish the object from the cluttered scene, other cues
might enable discrimination.

The gesture recognition system proposed by us in
[8] employed an HMM whose observation likelihoods
were captured in a nonparametric manner using pose
(shape)exemplars. The exemplars were sets of points along
the body contours extracted during training. As we used
only shape information, the system’s discriminative capa-
bility was limited, confining us to recognize only 6 ges-
tures. Here, we extend the work in [8] to include motion
exemplars as an additional cue which permits us to increase
our gesture vocabulary. These motion exemplars are affine
motion flow parameters extracted during training. We show
the performance of the system when used for recognizing a
set of 14 arm gestures used for military signalling. We get
a recognition rate of about 83%, as opposed to about 23%
when using only shape features.

The organization of the paper is as follows: Section 2
briefly gives an overview of our gesture recognition sys-
tem and the particular application of interest. Section 3 de-
scribes the proposed probabilistic model to handle multiple
cues within the exemplar-based paradigm and the learning
approach used. Sections 4, 5 describe details about the mo-



tion and shape observation models. Section 6 describes the
experimental results and finally we conclude in Section 7.

2. Problem Definition

This system is designed to operate a robot driven vehicle
by recognizing human hand gestures performed by a subject
standing in front of the vehicle. In such a set up, the back-
ground is typically very complex and dynamic. Moreover,
the camera mounted on the vehicle, as well as the subject
could be moving. Because of these aspects of our applica-
tion, several traditional approaches for gesture recognition,
based on background subtraction, silhouette extraction [20],
motion history image [3] etc. are impractical. At present
this work solves the problem of gesture recognition from a
static camera with a stationary subject, albeit in a way that
the system should scale to handle both camera and subject
motion. Addressing these issues will be part of our future
work.

The proposed approach was used to classify a subset of
arm gestures used for military signaling to control vehicle
drivers and/or crews [22]. The gesture set contains fourteen
different gestures as shown in Figure 1. The gestures are:
Turn-left, Turn-right, Flap, Stop-left, Stop-right, Stop both,
Attention left, Attention right, Attention both, Start Engines,
Speed Up, Come Forward, Go back, Close Distance. The
left and right in the gesture notation is with respect to the
vehicle.

In order to handle complex backgrounds, we avoid ex-
tracting silhouettes of the subjects directly from the video.
Instead we try to match the pose-shape using edge contours.
Many of the gestures have similar body poses at different
phases of the gesticulation as can be seen from Figure 1.
Moreover, the last three gestures take place in front of the
person and therefore shape information alone is not discrim-
inative enough in these cases. Motion information, there-
fore, will play a crucial role in classifying these gestures.

The system learns temporal models of each individual
gesture as a sequence of the learned body poses and motions
through a multi-cue, nonparametric HMM. We then use the
Maximum Likelihood criterion to classify between different
gestures.

3. Gesture Probabilistic Model

Following the definition of [10, 9]: An exemplar space is
specified by a set of “exemplars”X = {xk, k = 1 · · ·K},
containing representatives of the training data, and a dis-
tance functionρ that measures the distortion between any
two points in the space. In [9, 21, 10] exemplars were used
to create a feature space and the temporal constraints were
imposed using Markov chains. The states of the Markov

chains were coupled with the exemplars, i.e., it was as-
sumed that only a particular exemplar (or its noisy version)
could be produced in any given state. In [8], we introduced
a decoupled approach, wherein the observed label produced
by any state of an HMM could be a mixture of a set of ex-
emplars, the exemplar set being common for all the states.

In our previous work, we used the shape information of
the poses as the single cue for the exemplars. Here, we
consider the case of multi-cue exemplars, each cuec being
represented by an exemplar setXc and a distance function
ρc. Different cues, generally have different representations,
therefore we need a unified way of combining them.

Suppose we are givenm different cues in the form of ex-
emplar setsXc1 , Xc2 , · · · , Xcm , where the number of exem-
plars in each set isN1, N2, · · · , Nm, and distance functions
areρc1 , ρc2 , · · · , ρcm . The observation at timet, zt is anm-
tuple i.e. zt = 〈z1

t , z
2
t , . . . , z

m
t 〉. If we follow the coupled

dynamics, as presented in [9, 21, 10], then the number of
states will beN1 ×N2 × · · · ×Nm. With this exponential
increase, learning dynamics of the formP (Xt|Xt−1) would
be intractable. This difficulty can be partially alleviated by
making the dynamics for cues independent of one another,
i.e., by learning the dynamics in terms of transitions be-
tween the same cue statesP (Xc

t |Xc
t−1) (we are assuming

that the first order Markovian assumption suffices).
In our approach, by decoupling the states from the ex-

emplars we are able to avoid an exponential increase in the
number of states even with additional number of cues. The
state variableqt at timet is an abstract variable that is in-
dependent of the exemplars as in a traditional HMM, while
the exemplars are intermediate observations that are being
emitted by the underlying process. The final observation,
zt, is a probabilistic mixture of the exemplars.

P (zt|qt) =
m∏

i=1

P (zi
t|qt) (1)

Given the decoupled model, the dynamics are defined
in terms of the transitionsP (qt|qt−1) and the intermedi-
ate observation probabilities for each cue given the states
P (Xc

t |qt).

3.1. Decoupled Model

In our model, without loss of generality, we will use two
cues: shape cue, denoted by superscripts, and motion cue,
denoted by superscriptm.

At each discrete time,t, the system state is denoted by
the hidden variableqt, which can take any value from a set
of M distinct abstract states,S = {s1, s2, · · · , sM}, repre-
senting a Markov stochastic process. The R.V.Xs

t repre-
sents the shape exemplar at timet which can be any one
of the exemplars from the set of shape exemplarsXs =
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Figure 1. Shape exemplars for each gesture overlayed over the images

{xs
k, k = 1, · · · ,Ks}. The R.V.Xm

t represents the mo-
tion exemplar at timet which can be any one of the exem-
plars from the set of motion exemplarsXm = {xm

k , k =
1, · · · , Km}. Thus, there is no coupling between the states
and the exemplars for each of the cues. The system dynam-
ics is now defined by the transitionsP (qt|qt−1). Therefore,
the dimensionality of the state space does not depend on the
number of cues and, consequently, the number of possible
states is independent of the number of exemplars for each
cue and no longer increases exponentially with the number
of cues.

The shape and motion observationszs
t ,zm

t at timet are
probabilistic mixtures from the shape and motion exem-
plars, respectively, and can be calculated using

P (zs
t |qt) =

Ks∑

k=1

P (zs
t |Xs

t = xs
k)P (Xs

t = xs
k|qt) (2)

P (zm
t |qt) =

Km∑

k=1

P (zm
t |Xm

t = xm
k )P (Xm

t = xm
k |qt) (3)

We will call the termP (Xs
t = xs

k|qt) andP (Xm
t = xm

k |qt)
the intermediate observation probability for shape and mo-
tion respectively.

3.2. Learning Approach

Training involves learning the transition probabilities,
P (qt|qt−1), the initial state distribution, and the intermedi-
ate observation (exemplar) probabilities for both shape and
motion given the states,P (Xs

t = xs
k|qt) and P (Xm

t =
xm

k |qt). The approach used for learning the parameters is a
modified version of the Baum-Welch method [18] that uti-
lizes nonparametric density estimation of the observation
model PDF. The advantage of using nonparametric density
estimation is that we do not need to design a “space” for the
poses (e.g. parameters of an articulated body model) [4].
We simply use the exemplars themselves to create a basis.
We introduced this approach in [8] and we extend it here to
handle multi-cue observations.

Given an exemplar space for cue, c, defined by a set of
exemplarsXc = {xc

k, k = 1, · · · , Nc} and a distance func-
tion ρc, an estimate of the probability density function at
any point,x, can be obtained using a nonparametric estima-
tor

P̂ (x) =
1

Nc

Nc∑

i=1

ψhc
(ρ(x,xc

k))

whereψhc is a kernel function (typically a Gaussian) with
bandwidthhc applied on the exemplar distance functionρc.

Let the set of shape exemplars beXs = {xs
k, k =

1, · · · , Ns} and the set of motion exemplars beXm =
{xm

k , k = 1, · · · , Nm}. We define the two R.V.sY s
j and

Y m
j , denoting the observed shape and motion exemplars

respectively, at statej during the training and letCs
ji =

P (Y s
j = xs

i ) andCm
ji = P (Y m

j = xm
i ). We can obtain

estimates for the exemplar probabilities for both shape and
motion denoted as,̂bs

kj andb̂s
kj respectively, using

b̂s
kj = P̂ (Xs

t = xs
k|qt = j) =

N∑

i=1

Cs
ji · ψhs(ρ(xs

k,xs
i ))) (4)

b̂m
kj = P̂ (Xm

t = xm
k |qt = j) =

N∑

i=1

Cm
ji · ψhm(ρ(xm

k ,xm
i ))) (5)

whereψhs andψhm are kernel functions with bandwidths
hs andhm, applied on the exemplar distance functionsρs

andρm. We callCs
ji andCm

ji the occupancy coefficients,
which can be computed during the training by counting. For
example for the shape case as:

Cs
ji =

](j, i)
](j)

(6)

where](j, i) is the expected number of times in statej and
observing shape exemplari and](j) is the expected number
of times in statej during the training. Similarly, we can
computeCm

ji for the motion case.



As a summary, we need to modify the Baum-Welch
learning approach as follows:

Expectation Step: Use the estimatêP (Xs
t = xs

k|qt = j),
P̂ (Xm

t = xm
k |qt = j) from equation 4, 5 to evaluate

the observation probabilities of the training sequences.

Maximization Step: Update only the coefficient matrices
Cs = {Cs

ji}, Cm = {Cm
ji } as in the traditional Baum-

Welch using equation 6.

4. Motion Observation Model

4.1. Motion Estimation

Figure 2. Image windows used to extract mo-
tion parameters

This section describes the estimation of the motion pa-
rameters and the motions observation probabilistic model.
The objective is to parameterize the motion observation cor-
responding to the gesture and to obtain estimates for the
probability of such observation given the learned exemplars.

Given the subject’s location in the image, we divide the
space around the subject into three motion spaces, one at
each side of the body to the full extent of the arm and the
third centered on the chest. Each window represents a sepa-
rate motion space, and the motion is parameterized in each
of these windows. Figure 2 illustrates these motion spaces.
Since the arm motion in each window is not the dominant
motion, the motion estimation approach should be able to
estimate multiple motions in each window. To accomplish
this, we use the robust motion estimator proposed by Black
and Anandan [2]. A motion flow field is computed for each
window using a brightness constancy constraint. We as-
sume an affine flow model to characterize the motion flow,
u(.), computed within a window.

u(x, y; a) =
[

u(x, y)
v(x, y)

]
=

[
ao + a1x + a2y
a3 + a4x + a5y

]

0 20 40 60 80 100 120
−4

−3

−2

−1

0

1

2

3

4

Come Near
Go Back

Cycle 1 Cycle 2 Cycle 3 Cycle 4 

Figure 3. Plots of m1 (vertical component of
motion parameter) computed in the center
window for four cycles of Come-Near and Go-
Back gestures.

Given the recovered affine motion parameters,a, corre-
sponding to the arm motion, the motion can be described
in terms of another set of parametersm with geometric in-
terpretations. We use five parameters to describe the mo-
tion [13, 5] : horizontalandvertical translations (ao, a3),
divergencerepresenting change in scale,curl representing
change in orientation, and pure shear ordeformationrepre-
senting distortion (squashing and stretching in two perpen-
dicular directions with the area unchanged)1. These param-
eters can be described in terms of the affine parameters as:

horizontal = mo = ao

vertical = m1 = a3

divergence = m2 = a1 + a5

curl = m3 = −(a2 − a4)
deformation magn. = m4 =

√
(a1 − a5)2 + (a2 − a4)2

(7)
Figure 3 shows plots for parameterm1 obtained for the

center motion window, for four cycles of Come-Near and
Go-Back gestures. As can be seen, motion parameters serve
to disambiguate gestures that a solely pose based system
might confuse.

4.2. Motion Likelihood

The motion is parameterized using a fifteen dimensional
vector consisting of the five estimated motion parameters

1deformation is a two dimensional vector described by its magnitude
and the orientation of the axis of expansion with horizontal projectiona1−
a5 and vertical projectiona2 + a4



from each of the three motion windows. This motion pa-
rameterization represents the motion observationzm

t . The
training data is used to obtain representative motion exem-
plarsXm for each gesture. Both the motion exemplars and
the motion observations have the same representation using
the fifteen dimensional space described above and, there-
fore, the distance function can be defined asρm(xi,xj) =
(xi − xj)T Λ−1(xi − xj) with diagonal scale matrixΛ to
scale each motion parameter.

Given a motion observationzm
t , the observation likeli-

hoodP (zm
t |Xm

t ) given the motion exemplarXm
t at time

t is estimated using a Gaussian PDF centered around each
motion exemplars with a diagonal covariance matrixΛ, i.e.,

P (zm
t |Xm

t = xm
k ) =

1√
2π|Λ|e

(zm
t −xm

k )T Λ−1(zm
t −xm

k )

5. Shape Observation Model

The shape exemplars are sequences of body contours
representing each gesture. These contours are used to
computeP (zs

t |Xs
t = xs

k). We use a probabilistic form
of Chamfer matching [12] to compute this term. Further
details for obtaining shape observation likelihood can be
found in [8]. Figure 4 shows registered poses for some ex-
emplars.

6. Experimental Evaluation

For the training, shape exemplars and motion exemplars
were obtained from training sequences. We trained the
HMMs using the scheme described in section 3.2. Figure 4
shows some pose classification results for different people
in indoor and outdoor setups. The figures show the shape
exemplar with the highest likelihood score overlaid over the
original image. Thegesture segmentationwas performed
by detecting a pause at the end of each gesture. Figure 5
shows how log likelihoods for each HMM changes as the
observed Come-Near gesture progresses over time.

To evaluate the performance of the approach, an evalu-
ation data set was obtained consisting of video sequences
taken for five different subjects performing fourteen ges-
tures . Each subject performed the gesture five times. That
is, a total of5 × 5 × 14 = 350 sequences are used for the
evaluation (25 for each gesture). The results were gener-
ated by following the leave-one-out paradigm: we trained
the HMMs on4 subjects and evaluated them on the5th.
This was done for each of the5 subjects and the results were
combined into a single confusion matrix, shown in table 6.

As can be seen from the confusion matrix, the system
gives us an accuracy of about83.7% with a large number of
gestures being classified correctly. The misclassifications
are usually due to the similarity between some gestures in

Figure 4. Pose matching results

shape or in motion. The Turn-Left gesture, for instance, was
classified once as the Stop-Left gesture in this case because
the individual performing the Turn-Left gesture raised his
hand well above the horizontal, therefore making his pose
looks similar to the Stop-Left gesture. Most of the other
misclassifications were also a result of considerable devi-
ations from the generic guidelines given to the individuals
on how to perform the gestures. We believe good user train-
ing can significantly better these results. These results can
also be further improved by choosing the motion windows
differently. e.g. by having two more windows above the
shoulder, we could more efficiently discriminate between
above shoulder and below shoulder gestures. This is pend-
ing further experimentation.

Gestures such as Come-Near, Go-Away, and Close-
Distance are performed entirely in front of the chest and
do not stick out of the profile like the other gestures. This
makes the pose (which is merely a contour of the body
shape) a poor discriminator for classification. Motion how-
ever provides the necessary cues to discriminate between
these three gestures as is evident from the high values for
these gestures in the matrix.

In order to evaluate the additional information being pro-
vided by the motion features, we classified the14 gestures
using only pose information. The average classification ac-
curacy observed in this case was about 23%. The low recog-
nition rate can be attributed to the following reasons:

• Shape information by itself is not discriminative
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Attention-Left 0 0 0 0 0 0 18 0 0 0 0 0 7 0
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Speed Up 0 0 0 5 0 0 0 0 0 0 19 0 1 0
Come Near 0 0 0 0 0 2 0 0 0 0 0 19 4 0
Go Back 0 0 0 0 0 0 0 0 0 0 0 0 25 0
Close Distance 0 0 0 0 0 0 0 0 0 0 0 0 1 24

Table 1. Confusion Matrix
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Figure 5. Log Likelihood for Come-Near ges-
ture.

enough for gestures where the hand motion occurs in
front of the torso. Motion information on the other
hand serves well to discriminate these gestures.

• The Chamfer distance scheme is limited as it only al-
lows us to match the exemplar contours to the image
but not vice versa, thus potentially ignoring some dis-
criminative foreground edges. The motion parameters
help in capturing the overall movement of the subject
and thus remove some of the ambiguity in the pose
matching.

However, motion parameters by themselves may not be
sufficient to disambiguate between gestures. As the mo-
tion parameters are extracted over windows in the image,
they cannot distinguish between gestures that involve sim-
ilar motions in different areas within the same region. De-
creasing the window size and increasing the number of win-
dows is not a solution as this will increase the number of
parameters to be learned by the HMMs, making training
difficult. Use of a multi-cue framework serves to allevi-
ate this problem by falling back on one cue when the other
fails to discriminate and vice versa, thereby boosting overall
recognition scores. Further enhancement may be possible
by weighing the contributions of each cue for each gesture.

7. Summary

This paper presented a multi-cue, exemplar-based non-
parametric approach for gesture recognition. The key con-



tribution of this paper was the extension of the nonparamet-
ric exemplar density estimation approach [8] to handle mul-
tiple cues thereby enabling the expansion of the system’s
gesture vocabulary. Using nonparametric exemplar density
estimation, helps us to learn the dynamics from large exem-
plar spaces, which is not feasible with conventional HMMs.
Using motion as a second cue not only lets us discriminate
further among various gestures, it also allows us to clas-
sify gestures that cannot be characterized solely based on
their contour information thus boosting overall recognition
scores.
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