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Abstract

Traditional research and development in face detection
and tracking are mostly focused on either face detection in
still images, or face tracking in image streams, without re-
markable combination of both. As a result, few impressive
face detection and tracking systems can be seen nowadays.
The paper contributes to effectively incorporation of two
modules, detection module and tracking module, into one
integrated and coupled framework. In the detection module
we construct AdaBoost detectors for face detection in video
stream, which are able to detect multi-view faces and are
robust to illumination changes in video stream. The track-
ing module is based on the improved mean shift tracking,
which has advantage of target model adaption. The de-
tection module, triggered every ten frames, is not only re-
sponsible for initiating a tracking thread, but also, together
with tracking module, contributes to target model update.
The system is able to benefit from the strengths of different
techniques and overcome their respective limitations. Ex-
periments on real image sequences show that the system is
robust and real-time in realistic environment.

1. Introduction

The issues of face detection and tracking have long been
studied in the fields of computer vision and pattern recogni-
tion. The widespread interests devoted to such research and
development, are due in part to increasingly growing per-
formance/price ratio of computing power and related hard-
ware, and beyond that, due to potential important applica-
tions in surveillance, human-computer interaction, retrieval
among others.

Many researchers have been attempting to constructing
realistic face detection and tracking systems. Spors and
Rabenstein present a real-time face localization and track-
ing algorithm for color video [1]. The face localization is
based on skin color segmentation, and tracking is accom-
plished through Kalman filtering, which estimates the posi-
tion and size of face with the help of eye localization based

on PCA. The performance of face detection relying on skin
color is, however, easily affected by lighting conditions.
Comaniciu and Ramesh propose an efficient framework for
detection and tracking of human faces [2]. Both detection
and tracking are based on mean shift algorithm, which aims
at optimization of a metric function between two distribu-
tions. Yet they assume that the target statistics is ad-hoc and
unvaried, which is not the case in real-world applications.
CAMSHIFT algorithm [3] intends to tracking face for use
in a perceptual user interface. The algorithm depends on
skin color projection onto flesh probability image and on
gradient optimization method. Because of lack of a dis-
tance metric target distributions, it is not scale-invariant [6].
In addition, it has aslo assumption of prior-knowledge of
face size and its histogram. Shakharovich et al describes a
unified learning framework for face detection, tracking and
classification [4], in which Viola-Jones AdaBoost detector
is not only used to perceive faces, but also used as an obser-
vation probability of an image patch. Particle filtering was
introduced to improve tracking performance. Nevertheless,
tracking often fails because frontal face detector is unable
to deal with face pose variations.

Unlike the above-mention work, we present a novel
framework consisting of two independent but interactive
modules—face detection module and tracking module. The
detection module concerns a boosted multi-view face de-
tector, triggered each ten frames, running in a background
thread with lower priority, while tracking module is time
critical and runs in a thread with higher priority, based on
Model–Adaption Mean Shift algorithm. Furthermore, the
two modules are interactive to one another, responsible for
the update of target distributions.

2. Boosted Multi-view Face Detection in Video

Face detection approaches in static images has made
considerable advance in recent years [8], such as those
based on manifold analysis, Neural Networks, Support Vec-
tor Machines (SVM), or sparse networks of winnow. A
more recent and impressive work is that of Viola and Jones
[5], which achieves comparable frontal face detection re-



sults with other well-known face detectors while is approx-
imately 15 times faster than any previous approach. Based
on AdaBoost algorithm [9], their work realizes the selec-
tion of critical visual features from a large set of Harr-like
features and the training of AdaBoost simultaneously.

One of the main ideas of the AdaBoost algorithm is to
maintain a distribution or a set of weights over the training
set, by calling a given weak learning algorithm repeatedly
in a series of roundst = 1, · · · , T . The weights on training
examples on the roundk is denotedDk(i) i = 1, · · · , N .
Denote training examples{(xi, yi), i = 1, · · · , N}, where
xi is an image patch of fixed size, andyi = 1 for face exam-
ples andyi = −1 for non-face examples. Initially, weights
are set equally among face and non-face examples. But on
each round, the weights of incorrectly classified examples
are increased, so that in the later consecutive training stages
the weak learner is forced to focus on the hard examples
in the training set. More precisely, the weak learning algo-
rithm’s job is, among a set of weak functionsfj(xi), j =
1, · · · , M , to select one featurehk(xi) = fj∗(x) which
satisfies the following equation

pDk
(fj∗(xi) 6= yi) = argminjpDk

(fj(xi) 6= yi) (1)

wherepDk
(fj(xi) 6= yi) =

∑N
i Dk(i)δ(fj(xi) 6= yi).

Once the weak learnerhk has been received, AdaBoost
choosesαk as follows

αk = 0.5 ln(1/qk − 1) (2)

whereqk = pDk
(hk(xi) 6= yi) , which measures the im-

portance that it assigns tohk. The distributionDk is then
updated using the rule as below

Dk+1(i) = Dk(i) exp(−αkyihk(xi))/Zk (3)

whereZk is a normalization factor. The final hypothesisH
is an average of theT weak hypotheses

H(x) =
T∑

k=1

αkhk(x) (4)

2.1. Multi-view Face Detector in Video

Our multi-view face detector consists in two level pyra-
mid and six cascades, responsible for five different views:
frontal view, left-half and left profiles, right-half and right
profiles. The first level concerns a cascaded face detector
trained on all training examples, which contains non-face
examples and face examples in five different views. The
test image regions which only pass the first level will con-
tinue to try to pass the second level. Five different cascaded
detectors are in the second level which are responsible for
detections of faces which may be in different views. There

Figure 1. Six type of features relative to the surrounding

detection windows. A feature is defined as the difference

between the pixels sum lying within the white rectangles

and that in the black rectangles.

Figure 2. Some of detection results with our multi-view

face detector

are a total of six cascaded classifiers need to be trained. De-
tails about the algorithm may be referred to [7].

For the purpose of dealing with non-symmetric features
in multi-view faces, we use six rectangle features as shown
in Figure 1. To make the face detector not sensitive to
illumination changes, we include both face and non-face
training examples that accommodate significant illumina-
tion variations. It should be noted that our purpose is to
detect human faces in video instead of static images. We
therefore train the multi-view detector such that the false
alarm rate is low (and, of course, the detection rate is low
also), for we do not want to see some false objects being de-
tected and then tracked. Although one face may be missed
in the current frame due to low detection rate, there will
have a good possibility in the subsequent frames for the face
to be perceived , which is quite different from face detection
in static frames.

Figure 2 shows some of detection results with our multi-
view face detector. The upper row images show that multi-
view faces are detected with a degree of in-plane rotation
and upside-down rotation. The lower row images, where,
from the left to the right, the light casts from the upper-front,
the left and the right of the subject respectively (Figures
courteous of [10]), show that our face detector is robust to
illumination variations.



3. Model–Adaption Mean Shift Face Tracking

The core of mean shift tracking consists in the mean shift
iteration [6], based on the similarity of target distribution
q and candidate distributionp, represented respectively by
multi-channel color histogramsq = {qu} andp = {pu},
whereu = 1, . . . ,m indicate the histogram bins. Let us
denotezi i = 1, . . . , n the pixel locations of one face can-
didate, centered aty in the current frame, the distribution of
the face candidate can be expressed as

pu(y) =
1∑n

i=1 k(‖y−zi

h ‖2)
n∑

i=1

k(‖y − zi

h
‖2)δ(b(zi)−u)

(5)
whereh is the radius of a candidate region,b(zi) is a func-
tion which associates to the pixel at locationzi the index
b(zi) of the histogram, andδ(·) is the Kronecker delta func-
tion. The weighting function is adopted as Epanechnikov
kernel.

The similarity between target and candidate distributions
is measured by a scale-invariant metric function defined as
follows

d(q,p(y)) =
√

1− ρ(q,p(y)) (6)

whereρ(q,p(y)) = Σm
u=1

√
pu(y)qu is Bhattacharyya co-

efficient. The mean shift iteration consists in the Steepest
Descent minimization of Equation (6), derivation of which
is omitted here.

3.1. Target Model Adaption

Because target distribution is expressed as a multi-
channel color histogram, mean shift algorithm is sensitive
to illumination changes [11]. It is thus of great importance
to adapt target model. Here the difficulty is that how we de-
cide when we should make such an adaption. Nummiro et
al. propose that update should be made if the target model
is significantly different from the tracking result. But if the
tracking result is not accurate, for example, tracking is dis-
tracted either because of illumination variations or attrac-
tion by nearby image patches with similar color with target
(but target is not lost), this kind of update criteria will de-
teriorate rapidly. We depend on the detection module for
target model adaption, which will well cope with the above
problem, since it is, as mentioned earlier, quite robust to
illumination changes.

Letq′ be the distribution of the target model,p the distri-
bution of the same object outputted by the detection model,
if below equation

d(q′,p) < dthre (7)

holds, wheredthre is a distance threshold, we adapt, un-
der the assumption that the target distributionq varies

smoothly, the target model according to the following equa-
tion

q = (1− α)q′ + αp (8)

whereα is a forgetting scalar. We setα = 0.85 in the paper
emphasizing the importance of newly detection result.

4. Face Detection and Tracking in One Frame-
work

The framework consists of two modules: detection mod-
ule and tracking module, as shown in Figure 3, both running
independently while being interactive to one another.

4.1. Detection Module

The detection module is triggered every ten frames. The
boosted multi-view face detector performs an exhaustive
search in the image—scan the whole image at a step size
of 1.2 pixels and all possible scales ranging from the mini-
mum size of20× 20 pixels to the size of the whole image.
The exhaustive search generally takes a long time, varying
according to the number of the human faces present because
of the cascade structure. The average time is about200ms
when up to three faces present. As the detection module
is a long time-consuming procedure, it is arranged in the
program to run in a background thread with lower prior-
ity. The output of detection module is a group of squares
rd = (xd, yd) with width and heighthd = (hd, hd), each
of which corresponding to a detected human face.

4.2. Tracking Module

The tracking module maintains a list of objects. For each
object, when a new frame is available we perform the fol-
lowing tracking algorithm.

1. Given the target distributionq = {qu}u=1,...,m and its
positionyk−1 and scalehk−1 in the previous frame
k − 1.

2. For i = 1 to 3

a. Seth(i)
k = hk + 0.2 ∗ (i− 2) ∗ hk

b. Let y(i)
k = yk−1, calculatep(y(i)

k ) and the new
location as follows

y′k =

∑n
i=1 zi

∑m
u=1 δ(b(zi)− u)

√
qu/pu(y(i)

k )
∑n

i=1

∑m
u=1 δ(b(zi)− u)

√
qu/pu(y(i)

k )

c. If ‖y′k − yk‖ > ε = 1, sety(i)
k = y′k,then go to

step b; otherwise, sety(i)
k = y′k, nexti.



Figure 3. Demonstration of framework for face detection and tracking.

4. Get the last converged state of the objectyk = y(i∗)
k

andhk = h(i∗)
k , wherei∗ satisfies the following equa-

tion

d(q,p(y(i∗)
k )) = min

i=1,2,3
d(q,p(y(i)

k ))

As the tracking undertaking is time-critical, we create in the
program an independent thread running with higher priority
for the tracking module.

The mean shift tracking algorithm is computationally ef-
ficient. Figure 4 presents the illustration of Bhattacharyya
coefficients. The left figure shows Bhattacharyya coeffi-
cients corresponding to, in the right image, the white rect-
angle region containing a subject face. Note that the surface
is very smooth and the peak identifies the face location. Be-
cause we adopt color histogram to capture the characteristic
of face, the algorithm is free of facial expressions and pose
variations, including profile to frontal rotation, upside-down
rotation, in-plane rotation, or combination of them.

4.3. The Framework for Face Detection and Track-
ing

Note that the output from detection module includes both
new faces just entering the view or ones already perceived
previously. The detection module, together with the track-
ing module, will make a judgement to see whether or not
it is a new face. If yes, the tracking module will create
an instance to trace this target, and at the same time, the
statistics of the target is recorded; otherwise, it is decided
whether target model adaption should be performed. The

(a) (b)

Figure 4. Illustration of Bhattacharyya coefficients. The

left figure shows Bhattacharyya coefficients correspond-

ing to, in the right image, the white rectangle region

containing a subject face. Note that the surface is very

smooth and the peak identifies the face location.

tracking module is in charge of tracking of each target and
also knows about its state, for example, whether it is lost.
In that case, the tracking instance for that object should be
terminated.

For each detected square region denoted byrd andhd

indicating a face present, one target is initialized with the
positiony0 = rd and scaleh0 = (hx, hy) = (hd, 1.2hd)
and its distribution is calculated. By comparing the degree
of overlapping between the rectangle(y0,h0) and that of
each of all existed face regions, we determine whether it is
a new one. If the overlapping region with one of existed
face rectangle is more than half of the target size, this de-
tected rectangle represents a new face; otherwise, the dis-
tance between the distribution of the detected one and that
of the already existed one is calculated, if Equation (7) sat-
isfies, target distribution adaption should occur according to
Equation (8).



(a) 110 (b) 235 (c) 310

(d) 460 (e) 660 (f) 687

Figure 5. Some of results in the first video stream with

RGB 16 by 16 by 16 (Mean tracking time is 4ms)

5. Experiments

To demonstrate the effectiveness of the proposed frame-
work, we make experiments in three video streams (sam-
pling rate is 25Hz), recorded in a typical office environment
with pan, tilt and zoom (PTZ) camera which is placed on
the top of the PC. In the first two video streams, the cam-
era is motionless while the subject is moving, and in the
third video stream, visual servoing is involved while both
the camera and the subject are moving. The program is im-
plemented with Visual C++ on a Pentium IV 1.2 GHz PC
with Microsoft Windows 2000. Although some researchers
are in favor of normalized RG space for target distribution,
we do not see improvement with this. We instead use RGB
space to make use of more information to characterize tar-
get density.

In the first video stream, sitting in front of the PC, the
subject undergoes significant poses variations: changing
from frontal view to profile or vice versa, or in poses with
in-plane and upside-down rotation. The system can robustly
detect and track the object. Some of typical results are pre-
sented in Figure 5.

The second experiment concerns two individuals freely
talking, moving, drinking and calling. In the video stream,
the pose variation and facial expressions of the subjects are
significant, and also occurs partial occlusion when the sub-
jects drink and make a call. Despite these, the system works
well, as shown by typical tracking results in Figure 6.

The third experiment is concerned with face tracking
based on visual servoing. The task involves controlling PTZ
of camera, so that the target lies in the middle of the image
as possible, and the size of which is of eligible size. Be-
cause of the motion of the camera and that of the subject,
the illumination changes are considerable. We do not turn to
advanced visual servoing technology, instead, we use very
simple method: through a peripheral communication port,
the host computer emits commands to command the camera
to pan, tilt or zoom, according to the tracked result.

(a) 365 (b) 535 (c) 900

(d) 970 (e) 1240 (f) 1470

Figure 6. Some of results in the second video stream with

RGB 32 by 32 by 32 (Mean tracking time is 22ms)

(a) 91 (b) 500 (c) 730 (d) 776

(e) 1079 (f) 1461 (g) 1731 (h) 1797

Figure 7. Some of results in the third video stream

with RGB 16 by 16 by 16 (Mean tracking time is 6ms).

Solid rectangles represent results with model-adaptation

(MAD) mean shift, while the dotted ones with model-

adaptation-free (MAF) mean shift.

With our detection module, we compare the performance
of tracking algorithm between the proposed one–model-
adaptation (MAD) mean shift with model-adaptation-free
(MAF) mean shift [6]. As of MAF mean shift, in the
whole image stream, the object is lost in frames 98, 277,
327 and 1402 respectively, because of considerable light-
ing changes. After the object is perceived by our detection
module, the tracking is initiated and continued again with
MAF mean shift. The target is, however, declared as a com-
pletely different one from the previous, and the identity of
the target is therefore lost. In contrast, MAD mean shift is
capable of tracking the target all over the image sequence,
maintaining a stable identity of the object. In addition, even
the MAF mean shift manages to track object in most cases,
the locating of the target is inaccurate. Figure 7 shows some
typical results with MAD algorithm, displayed with solid
rectangles, and those with MAF algorithm, displayed with
dotted rectangles.

To adapt to illumination variations, there is a total of 12
times of model adaption occurring in the image stream for
the proposed tracking algorithm (MAD), namely, frames



Figure 8. Illustration of model adaptations for the pro-

posed tracking algorithm. Model adaption occurs in

frames 24, 62, 311, 591, 841, 981, 1131, 1364, 1521, 1621,

1830 and 1991.

24, 62, 311, 591, 841, 981, 1131, 1364, 1521, 1621, 1830
and 1991, as illustrated by Figure 8. In the figure, the hori-
zontal coordinate represents the frame index, and the value
of vertical coordinate equal to 1 indicates that model adap-
tion occurs in that frame.

6. Conclusions

In this paper, we propose a robust real-time face detec-
tion and tracking methodology that works well under real-
istic environment. The contributions of the papers are as
follows:

• Effective combination of face detection module and
tracking module into one integrated and interactive
work.

• Construction of detector for face detection in video
stream, which is able to detect multi-view faces with a
degree of in-plane rotation and upside-down rotation,
and is insensitive to lighting changes

• Presenting of an improved mean shift tracking
algorithm—model-adaption (MAD) mean shift, which
is robust to illumination variations and partial occlu-
sion, as well as face pose and expression variations

Extensive experiments show that the framework is compu-
tationally efficient, insensitive to face pose and expression
variations, immutable to partial occlusion, and robust to il-
lumination changes.
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