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Abstract

We propose a scheme for view synthesis of scenes contain-
ing man-made objects from images taken by arbitrary, un-
calibrated cameras. Under the assumption of availability
of the correspondence of three vanishing points,in general
position, our scheme computes z-buffer values that can be
used for handling occlusions in the synthesized view. This
requires the computation of the infinite homography. We
also present an alternate formulation of the technique which
works with the same assumptions but does not require in-
finite homography computation. We present experimental
results to establish the validity of both formulations.

1. Introduction

In this paper we have addressed the problem of synthe-
sizing new views of a scene using multiple images taken
by uncalibrated cameras. We make no assumptions on the
motion or internal parameters of the cameras. Infact, our
scheme can be used to synthesize novel views using frames
extracted from a motion picture and we provide examples
of the same. Our technique for view synthesis requires that
the correspondence of three vanishing points, in general po-
sition, be available in the given views. The knowledge of
the vanishing points is used to compute the infinite homog-
raphy between two given views. We also give an alternate
formulation that does not require computation of the infinite
homography and is motivated by [3]. In both formulations
we compute a z-buffer value for each corresponding point
that can be used to resolve changes in visibility in the new
view correctly. We have proposed a technique for view syn-
thesis under the simpler assumption of translating cameras
in [11].

In [3], three vanishing points in general position are used
to setup a coordinate system in the world. Two points in a
single image are said to be corresponding points if one is
on one of the coordinate planes and the other is on the line
through the first point parallel to the coordinate axis perpen-
dicular to the plane. Reconstruction from a single image can
be done but only for those points for which atleast one of the
corresponding points is known. Our technique uses two or

more views to reconstruct each point visible in atleast two
of the given views. Also, [3] uses two views to make certain
measurements, for example, the affine distance of the cam-
era centres to a chosen world plane. However, they require
the ratio of the distances of two reference points from the
world plane to be known. We require only that the corre-
spondence of three vanishing points be given.

Other work in view synthesis includes [1] which uses the
trifocal tensor between three views taken by uncalibrated
cameras. However, they cannot handle occlusions in the
new view. A novel representation consisting of multiple
depth and intensity levels for new view synthesis is pro-
posed in [2], however, it requires calibrated cameras. In
[4], the constraints imposed by weak-perspective and para-
perspective cameras are used for view synthesis while we
work with perspective cameras. In [6], [9] and [12], a set
of views of a scene taken by uncalibrated cameras are used
to reconstruct the scene in Projective Grid Space defined
by the epipolar geometry between two chosen basis cam-
eras. This reconstruction provides a volumetric projective
model and new views are synthesized using interpolation.
However, changes in visibility cannot be resolved. In [7],
a method for obtaining a quasi-dense disparity map and a
novel representation of a pair of images taken by uncali-
brated cameras is proposed. They handle occlusions by ren-
dering new views in a heuristically determined order using
disparity values. Computing disparity from image informa-
tion alone requires rectified images which correspond to a
translation of the camera in the direction of the � axis of the
image. Our technique can handle occlusions using z-buffer
values and arbitrary orientation and location of the input
cameras. View Morphing, [10], also works with uncali-
brated cameras. They first rectify and then interpolate the
given views to generate a new view. A projective transfor-
mation of the interpolated new view changes the direction
of gaze. However, they can synthesize novel views only
along the line joining the centres of projection of the given
views and use disparity to handle occlusions.

In section 2 we describe our scheme based on the infinite
homography and give the alternate formulation in section 3.
We conclude in section 4.



2. Synthesis Scheme Using  H∝
We begin with a description of the technique using two in-
put views.

2.1. Synthesis from Two Views
Let � � ����� ��� be a point in the scene and �� �
���� ��� ��� its image in the 	�� view, 	 � �� �. The pro-
jection equations for the two views 
� and 
� are given by
([5])
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	 � �� �, are the matrices of internal parameters, � are
the rotation matrices and �� � ���� ��� ���

� , 	 � �� �, are the
translation vectors. Note that �� is the depth of the point �
in the coordinate system of the 	th camera. We assume that
� �� 
 and �� �� ��� �� ��� , 	 � �� �, so that neither camera
is aligned with the world coordinate system. This allows
us to further assume that the origin of the world coordinate
system is visible in the given views. So, if we have � point
correspondences given between 
� and 
�, without any loss
of generality, we may choose one of them as the origin of
the world coordinate system. Let ��� denote its image in the
	th view. Then, ����

�
� � ����, 	 � �� �.

Eliminating � from (1) and (2), we get
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where ���
� is infinite homography from 
� to 
�. If ���

� is
known, the only unknowns in (3) are ���� �

�
� which are fixed

and ��� �� for each point correspondence. Since the equa-
tions are linear, we can solve for all the unknowns, given
� � � point correspondences.

Note that in (3) the camera parameters cannot be elim-
inated and are replaced by the infinite homography � ��

� ,
which models them upto an unknown affine transformation.
Computing the infinite homography amounts to an affine re-
construction of the scene and the �’s that we compute are
the depths for this reconstruction which is an affine trans-
formation of the true Euclidean scene. Our technique for
synthesizing new frames then produces correct perspective
views of the affinely transformed scene. Thus, when com-
pared with the given views, the synthesized views suffer
from affine distortion which may be removed using metric
rectification techniques [8]. Note, however, that we do not
do an explicit reconstruction of the scene. We only com-
pute �’s which act as z-buffer values required for occlusion
handling.

2.1.1 Synthesis of Virtual Views

Suppose 
� is translated to obtain the new view 
�. Then, 
�
and 
� have the same orientation and internal parameters but
different positions, i.e., the matrix of camera internals for

� is�� and the rotation matrix is �. Then, the projection
equation for the novel view 
� is

���� � ����� � �� � ���

Using (1), we get

���� � ���� ����� (4)
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Equating the last coordinate on both sides and rearranging,
we get
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�

Since, ��� is fixed by the first view, different choices of ���
correspond to different � translations of the camera. So,
the translation of the virtual camera in the � direction may
be chosen by giving a value to ���. Now, equating the first
coordinate on both sides and rearranging, we get
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Again, since ���, ���, �� and ��� are fixed by the first view
and ��� has been fixed in the previous step, different values
of ��� correspond to different translations �� in the � direc-
tion. Thus, the � translation of the virtual camera may be
chosen, interactively, by giving a value to ���. Similarly, the
� translation of the virtual camera may be chosen by giving
a value to ���. It follows that a choice of ��� and ��� fixes the
translation of the virtual camera and specifies the new view.
Substituting���� from (5) in (4), we get
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The positions and z-buffer values �� of point correspon-
dences in the new view can be obtained from the above
equation. Since we do not assume dense correspondences,
the new view and the given views are triangulated using cor-
responding points as vertices. Triangles in the new view
are then texture mapped by combining textures from corre-
sponding triangles in the given views. The computed � �’s
act as z-buffer values for corresponding points and they can
be used to handle occlusions while rendering the new view.
Thus, given � point correspondences the algorithm for syn-
thesis of new views is as follows:

1. Setup a system of equations using (3) and compute
��’s, 	 � �� �.

2. Specify a new view by giving values to ���, ��� and ���.



(a) (b)

(c) (d)

(e) (f)

Figure 1: (a) and (b) are the input views (c) and (d) are the
synthesized views parallel to (a) and (e) and (f) are synthe-
sized views parallel to (b).

3. Render the position of corresponding points in the new
view using (6). Resolve any visibility issues using ��’s
as z-buffer values.

4. Triangulate the new view using the rendered points as
vertices and texture map the triangles from the given
views.

Figure 1 shows the results for this section. (a) and (b) are
the input views. (c)-(f) are the synthesized views with (c)
and (d) parallel to (a) and (e) and (f) parallel to (b). Observe
the affine distortion in the synthesized views.

2.1.2 Characterisation of View points

We now give a charaterisation of those viewpoints for which
it is guaranteed that all points within the fields of view of
the given cameras are also in the field of view of the vir-
tual camera. This is required because it is possible that the
chosen translation of the virtual camera is so large that none
of the corresponding points are within its field of view. We
assume that the motion of the camera is of translation in the
�� � plane and rotation about the � axis.

Without loss of generality, we may assume that the syn-
thesized view is parallel to the first view. The characteri-

sation of the viewpoints can be done in the coordinate sys-
tem of the first camera since the new view is specified with
respect to the position of the first camera. The first cam-
era is then given by ���
 � �	 and the second camera by
���� � ��	. Also, we assume that,�, the rotation between
the second and first cameras is

� �

�
�
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and that �� � ���� �� ���
� is the translation of ��.

The view-volume of a camera is defined by four planes
which intersect at the centre of projection and pass through
the boundaries of the image plane. In order to ensure that all
points in the fields of view of the given views are also in the
FOV of the novel view, we will intersect the view-volumes
of the given cameras and require that the view-volume of
the new camera contain the intersection. For the first view,
let planes defining the view volume be ��, ��, �� and ��.
Let �� � �� � �� and �� � �� � ��, be the bounds for the
first image plane and �� � �� � �� and �� � �� � ��, be
the bounds for the second image plane. Then, the equations
of these planes are

�� � ��� � ��� � � � �� � ��� � ��� � �

�� � ��� � ��� � � � �� � ��� � ��� � �

Let �� denote the normal of ��, 	 � �� �� �� �, that points
outside the view-volume. Let � � ����� ��� be any point
inside the view-volume. Then, the dot product of � �, 	 �
�� �� �� �, with the vector joining any point on the plane � �
and � is less than zero. Choosing the centre of projection
as the point on the plane, � will lie inside the view volume
if,
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Similarly, if ���� �
�
�� �

�
� and ��� are the planes defining the

second view volume, then
��� � ��� 
�� ���� �� ������� �� ���� 
�� ���������
���� � �
��� � �� �� �� � ��� � �� 
�� �� � ���� � �
��� � ��� 
�� � � �� �� ��� � ��� �� � � �� 
�� ��� �
���� � �

��� � �
��� � �� �� �� � ��� � �� 
�� �� � ���� � �

Now, for a point � to lie in the view-volume of the sec-
ond camera the following conditions must be satisfied.
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A point � which lies in both the view-volumes will be
visible in both the images. Thus, for corresponding points
inequalities (7), (8), (9) and (10) hold simultaneously.

A new view is parallel to the first view and has camera
matrix ���
 � ��	 where, �� � ���� ��� ���

� . For a point �
visible in both the view-volumes to be visible in the view-
volume of the new view, we must have
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For the new view to be such that every point visible in
the given views is also visible in the new view, (7), (8),
(9) and (10) must imply (11) and (12). It follows that the
translation �� should be such that
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Note the presence of � in the above inequalities. This � is
the depth of the point � in the coordinate system of the first
camera. The �� computed for each corresponding point in
the synthesis algorithm is precisely this depth. Thus, we
may replace � by ������ and ����� by comparing the
��’s. If the cameras internal parameters and the motion
parameters of the second camera are known we can obtain
a relation for �� and ��.

2.2. Synthesis from  N ≥ 3  Views

Suppose now that we are given three or more views of a
scene. We would like to extract the maximum number of
point correspondences from these views and use them to
render the new view. This will give us more vertices for tri-
angulation and a better coverage of the scene. We choose
a point visible in all the three views as the origin of the
world coordinate system. Computing the infinite homogra-
phy between different pairs of views, we can obtain �’s for
all point correspondences. A new view is specified parallel
to one of the given views and the positions of corresponding
points in the new view can be obtained using (5).

3. Alternate Formulation

In this section we present an alternate formulation of our
technique for view synthesis from multiple uncalibrated
cameras.

(a) (b)

(c) (d)

Figure 2: (a) and (b) are two images of an outdoor scene.
(c) is a new view parallel to (a) and & (d) is a new view
parallel to (b).

Suppose we are given two views, 
� and 
�, of a scene
such that the correspondence of three vanishing points, in
general position, can be established between them. We may
setup a world coordinate system with axes in the directions
of these vanishing points and any world point, whose cor-
respondence is available in the given views, as origin. Note
that the coordinate system need not be orthogonal since the
vanishing points need not be in mutually orthogonal di-
rections. Let ��� ��� �� be the vanishing points in 
� and
���� �

�
�� �

�
� those in 
�. Then, the camera matrices of the two

views may be parametrised as  � �!�� "�� #�� ��	 and
 � � �!���� "

���� #
���� Æ

����	, where �� and ��� are the im-
ages of the origin of the world coordinate system in the two
views.

We know from [3] that if � � ����� �� ��� is a point
on the world �� plane and � � � ����� �� ��� is a point
such that the line joining � and � � is parallel to the world
� axis, then,

#� �
���� ����

��$%������ � ����

where, � and �� are the images of � and � � in the first view,
respectively, and �$ � �

����� � ��, where $ is the vanishing
line in the first view of the world �� plane. Here, the ori-
gin, ��, is chosen at the image point �$ so that the origin does
not lie on the vanishing line $. Note that here only one view
is required to compute #�. Also, similar formulae can be
derived for computing !� and "� for appropriately cho-
sen points � and � �. In the following, we extend this idea
to two views and give an algorithm to compute the coordi-
nates �!�� "�� #�� for all points whose correspondences
are available in the two views.



3.1. Relating the Two Cameras

We first derive a novel relation between the parameters !,
!� and Æ�, ", "� and Æ� and #, # � and Æ�.

Let &� � ��� �� �� ��� be a point on the world � axis.
Let '� and '�� be the images of&� in the two images respec-
tively. Then,

��'� � !��� � ��

� ���'��� '� � !���� � '�� � ��� � '�� � �

� !� � �
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���� � '���
(13)

Similarly, from the second view,
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Dividing (14) by (13), we get,
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the world � axis, we get
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To be able to compute the constants ��, 	 � �� �� �, we
need the correspondences of the points&�, &� and&�. We
describe here how to compute '� and '��; '� and '��, 	 � �� �
can be computed in a similar manner. The image of the
world� axis in the first view is the line through ��, the im-
age of the origin and ��, the vanishing point in the� direc-
tion. So, '� may be chosen to be any point on this line. The
corresponding point ' �� will lie on the epipolar line, $�, of '�.
$� can be computed from the fundamental matrix, ( ��, from
the first to the second view. Also, ' �� must lie on the image
of the � axis in the second view, which is the line through
��� and ���. Thus, '�� is the intersection of $� and the image
of the � axis in the second view. So, each of the points ' �
and '�� can be computed and so the constants ��, 	 � �� �� �
can be determined. The camera matrix  � may then be
parametrised as � � ���!Æ

���� ��"Æ
���� ��#Æ

���� Æ
����	.

3.2. Obtaining Z-Buffer Values and Coordinates

Now, let � � ����� �� �� be any point in the world whose
correpondence, �� and ��, in the two views is available.

Then, we have

���� � ���!�� � ���"� � � ���#�� � �� (15)
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(16)

We get six linear equations in the five unknowns
��� �

�

Æ�
� !�� "�� #�. These can be solved using singular

value decomposition. Thus, we can compute the z-buffer
value �� and the coordinates, �!�� "�� #��, for each point
whose correspondence is known. If the parameters !� " and
# are known then the exact value of ����� �� can be ob-
tained.

3.3. Synthesis of Virtual Views

Once we have obtained ��, new views can be synthesized
parallel to the first view using the algorithm of Section
2.1.1. The only difference is that we use equations (15)
and (16) to compute the �’s. Also, new views parallel to the
second view can be synthesized by interchanging the two
views and computing �’s for the second view.

3.4. Synthesis from Three or More Views
Our method can be easily extended to handle three or more
input views. We only require that the correspondence of
the three vanishing points in different directions be avail-
able in all the given views and that the origin be visible
in all the views. Once these conditions are satisfied, con-
stants �� relating the parameters !� "� # of the first camera
with those of other cameras may be found. Consequently,
coordinates and z-buffer values for additional point corre-
spondences may be obtained and new views parallel to any
of the given views can be synthesized. Also, since we have
z-buffer values for the corresponding points, we can handle
changes in visibility in the new view.

3.5. Results and Discussion

Figure 3 shows the results using the alternate formulation.
(a) and (b) are two input images from which virtual views
(c) and (d) parallel to (a) are synthesized and virtual views
(e) and (f) parallel to (b) are synthesized. Figure 1 (g) and
(h) are two views synthesized using this formulation. Note
that the affine distortion is much less in this case. Infact, if
the vanishing points are chosen so that they correspond to
three mutually orthogonal directions in the 3D world, there
is only a scale distortion in the synthesized views. Figure 3
(g), (h), (i) and (j) are four views synthesized using vanish-
ing points corresponding to mutually orthogonal directions.

Figure 2 (a) and (b) are two images of an outdoor scene.
(c) is a novel view parallel to (a) while (d) is a novel view



parallel to (b). Figure 5 (a) and (b) are two frames taken
from the motion picture Harry Potter and the Sorceror’s
Stone and (c), (d) and (e) are virtual views parallel to (a)
while (f), (g) and (h) are virtual views parallel to (b). Note
that in all cases visibility changes have been correctly han-
dled.

Figure 4 shows the results using three images taken by
arbitrary cameras. Using three views, we can get correspon-
dences on the outlined box which would not be available
had we used only views (a) and (b).

4. Conclusion

We have presented a technique for view synthesis from mul-
tiple uncalibrated cameras. Our scheme requires the knowl-
edge of the infinite homography and computes z-buffer val-
ues for each corresponding point so that occlusions may be
handled correctly in the new view. We also present an al-
ternate formulation of our scheme that does not require the
infinite homography but computes the z-buffer values for
corresponding points.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 3: (a) and (b) are the input views (c) & (d) are syn-
thesized views parallel to (a) and (e) & (f) are synthesized
views parallel to (b).(g), (h), (i) & (j) are synthesized us-
ing vanishing points corresponding to mutually orthogonal
directions in the 3D world.



(a) (b)

(c) (d)

(e) (f)

Figure 4: (a), (b) and (c) are the input views. (d),(e) and (f)
are synthesized views parallel to (a).

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5: (a) and (b) are two frames from the motion pic-
ture Harry Potter and the Sorceror’s Stone. (c), (d) & (e)
are synthesized views parallel to (a) and (f), (g) & (h) are
synthesized views parallel to (b)


