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Abstract

The light field rendering method is an interesting varia-
tion on achieving realism. Once authentic imagery has been
acquired using a camera gantry, or a handheld camera, de-
tailed novel views can be synthetically generated from var-
ious viewpoints.

One common application of this technique is when a user
“walks” through a virtual world. In this situation, only a
subset of the previously stored light field is required, and Figure 1. Two-Plane Parametrization
considerable computation burden is encountered in pro-
cessing the input light field to obtain this subset. In this
paper, we show that appropriate portions of the light field
can be cached at select “nodal points” that depend on the
camera walk. Once spartanly and quickly cached, scenes

can be rendered from any point on the walk efficiently. The key to LFR lies in re-sampling and combining tf
pre-acquired imagery. In a typical walk-through situation

_ person is expected to walk along a trajectory in three sp
1. Introduction and “suitably” sample the light field. The problem we po:
in this paper isGiven the light field on disk, and a camer:

The traditional approach for “flying” through scenes is Walk, how fast can the scene be rendered?”
by repeated rendering of a three-dimensional geometric Or best results in light field based IBR, we expect tf
model. One well known problem with “geometry-based” th_e size c_>f the Ilght_ field data-strL_Jcture drastically increa
modeling is that it is very difficult to achieve photo-realism With the increase in the resolution and the density of :
due to the complex geometry and lighting effects presentduired images. ~As mentioned above, ray-tracing is p
in nature. A relatively newer approach is Image-Based formed as an mter'medla.te step of'the rendering proced
Rendering (IBR) [6], which uses a confluence of methods & Computationally intensive operation [8].
from computer graphics and vision. The IBR approach is o
to generate novel views from virtual camera locations from 1.2. Contributions
pre-acquired imagery. Synthetic realism is achieved, so to
speak, using real cameras. For interactive rendering of the scene, one needs to s

Light Field Rendering (LFR) [5] (or Lumigraphs [4]) is the completg Iight field in volatile memory, whereas only
an example of IBR. The approach here is to store samplesSUbset of this is needed for a specific camera walk. P
of the plenoptic function[1] which describes the directional M&thods do not effectively address this issue. In this paj
radiance distribution for every point in space. The subset W& Show how caching the light fieklitablefor the camera
of this function in an occlusion-free space outside the sceneValk, dramatically reduces the computational burden,
can be represented in the form of a four-dimensional func- 1S S€€n in Figure 10. Specifically,
tion. The parameterization scheme is shown in Figure 1.
Every viewing ray, computed using a ray-tracing technique,
from the novel camera locatidd passing through the scene
is characterized by a pair of poings, t) and(u, v) on two
planes. By accessing the previously acquired radiance as-
sociated with this four tuple, we are able to generate the
view from C. In order to view a scene from any point in sur- e The method in [8] uses homography to reduce the
rounding space, six light slabs are combined so that the six shooting computational burden in producing the ima
viewpoint planes cover some box surrounding the scene. from one query point; multiple query points are treat

~._ UV plane
.
T~

1.1. Statement of the Problem

e We compute the optimal location of a sparse set
“nodal points.” The lightweight “light field” stored at
these nodes is enough to render the scene from an
the infinite points — termeduerypoints — on the cam-
era path.



afresh since no notion of nodal points was required ‘?‘\ s
| N1 I/ Nzl,

therein. We use an alternative Taylor series method
for reducing the ray shooting queries.

e The correctness of our scheme is shown using a math- 6 /a9 \62) u

ematical characterization of the geometry of the light
field. Experimental results validate our scheme.

The rest of this paper is organized as follows. In Sec- N1 q N2 C
tion 2 and Section 3, we give details of our approach. Sam-
ple results are shown in Section 4. We end with some con-  Figure 2. N; and Na, the nodal points for q are marked
cluding remarks in the last section. suchthat d[¢’N,'] = d[¢'No'] = %,

2. Our Approach

As in the original work [5], the field of view of the query whereL[q] rgpresgnts radlancg atq. )
camera is expected to be identical to the cameras that gener- " the two-dimensional case, givenour algorithm com-
ated the light field. Likewise, sheared perspective projection Putes four nodal points/y, Nz, N,?’ andN,. Draw the ray
[5] handles the problem of aligning the plane of projection 10M4 tos forAal givens to obtaing’ on UY' Now, Enark four
with the light-slab. Coming to the camera walk, in this sec- POINtS(¢"-u£ 5%, ¢".vE£ 5", 2,,), whereg'.u andg’.v repre-
tion we provide the mathematical basis for the location and sent th? component qf alongu andv respectlvely. These
spacing of nodal points. For brevity, the description in this OUr Points correspond to four nodal points on the cam
work restricts the center of projection of the camera to move COP (center of projection) plane.
along a plane parallel to the UV and the ST plane.

For motivation, consider a setup similar to the two slab 2.1.2. Comments
setup where planes (UV and ST) are replaced by lines U
and S. The query points lie on line C, which in turn replaces Notice that if the distance is more than5!, as in Figure 3,

the camera plane. We provide the complete mathematicalVe can have an incorrect value ofdl{ Whend is as spec-
framework with respect to this setup. ified by the algorithm in section 2.1.1, it is easy to obsel

that eithelmassoc( N;) =G orassoc( Ny) =Gy itcan-
not be the case thatssoc( N;) = Go andassoc( Ns)

= (5. A choice less thaﬁg—l might be suitable to maintair
correctness, but will increase the number of nodal poir
and hence decrease our efficiency.

2.1. Fixed Direction

The algorithms in this section tell us where to place nodal
points for a specific query poigtassuming a fixed direction

determined by some point This condition is relaxed later. s s
DenoteAl to be the constant distane¥G;, G;11] pe- /:r\_.
tween two consecutive grid points on th&” plane, i.e., YR
the distance between the acquired camera locations. / ||' \-\
e
. L . . -
2.1.1. Fixed Direction Algorithm GE” G1||Fq, \ G2
Given ¢, our algorithm computesV; and N, as follows. yd III \-\ c
Draw the ray fromyg to s, for a givens, to obtaing’ on U. N"1 a N2
- / / i _ Al
Mark pointsN;” and N»" on U at a distancé = 5 apart Figure 3. assoc( N;) is Gg and assoc( Ns) is Go.

on either side off. This determines the poinf§; and N,
as shown in Figure 2. The radianée(in the direction of
s) is presumably cached at poimt§ and N,. We need to
make use of this cache. . . . .
. . 2.2. Changing the view direction
Denoteassoc(p) , wherep is a point on C, to be ging
the closest grid vertexs (on U) to the rayps. Suppose

assoc(q) is G;. We set The results in this section assert that the nodal points r
i

be chosen by arbitrarily picking any direction and applyi
L[N;] if assoc(Ny) is G; the algorithm given in section 2.1.1. That is, the select
Llg] = L[N,] otherwise @) of nodal points is independent of the direction.
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N1M2: Modal Points
51, 52 :Points on 5 line

Figure 4. The choice of nodal points is independent of
the direction. N1'¢’ is equalto N1”¢".

Lemma 2.2.1 The set of nodal point&N1, N2 for a given
point s on S, serves as the set of nodal points for all s.

Proof: Figure 4 illustrates the idea. For details, see [7]2

Proof: Consider any poings, betweenV; and N,, and let
the nodal points as determined by our Algorithm in Se
tion 2.1.1 beN; and V4. The lemma asserts that, fgr, the
radiance values stored A, andNV, are sufficient.

Without loss of generality, assume to be nearer tav,
than N;. We observe that eithef{N,’, assoc(N;)] < 5!
or d[N,', assoc(N3)] < 5.

e Case 1: d[N,',assoc(N3)] < %! (shown in Fig-
ure 5)= assoc(N3) = assoc(N;). Soassoc(Ny) =
assoc(Ng), i.e., L[N1] = L[N3], L[N2] = L[Ny].
Thus, the radiance af, can be obtained from the se
[N1,N2].

e Case 2: d[N,',assoc(N3)] < 4! (Shown in Fig-
ure 6) = assoc(N3;) = assoc(Ny). So, L[N3] =
L[N,].  Further, d[g.',assoc(N;)] > %! and

d[g2’,assoc(Ny)] > £t Thus, the radiance @ can

be obtained fromV,.

Thus the lemma asserts that, fgy, the radiance values

Next, we consider the lemma for the two-dimensional Stored atV, and N, are sufficient. O

case:

Notice that, unlike in Figure 2, the nodal poim§, and

Lemma 2.2.2 Given a query point, nodal points may be de- ;, are notequidistant fromy,. Also note that the two case
cided using any points, ¢) provided the camera planes are  5re not symmetrical.

parallel.

Proof: Omitted in this version. See [7]. O

2.3. The Power of Nodal Points.

Next we consider the corresponding lemma for the tw
dimensional case:

Lemma 2.3.2 The nodal pointsV;, N2, N3 and N, of a
query pointg; on the camera plane are sufficient for de
termining radiance at any query point in the rectangul:
region bounded by these nodal points.

Once nodal points are selected, there are a range of querProof: Omitted in this version. See [7]. O

points for which these nodal points are valid, as stated be-

low.

Lemma 2.3.1 The nodal pointsV;, N, of a query point
¢, are sufficient for determining the radiance of any query

point in the interval Ny, No].

s
N1, N2 : Nodal Points for q1
N3, N4 : Nodal Points for q2

Figure 5. assSOC( N3) iscloserto Nj than No. Notice
that assoc(N3) = assoc(Ny).

A generalization of this lemma for the case when t
camera motion isot restricted to the plane has not bee
provided here. In this situation, the relevant nodal poir
form a truncated pyramid instead of a rectangle. For mi
information, see [7].

s M
T N1, N2 : Nodal Points for q1
/ \N\\\ N3, N4 : Nodal Points for q2

Figure 6. assSOC( N3) iscloserto Ns than N7. Notice
that assoc(N3) = assoc(Ny).



Dashed (green) Curve is the Camera Path
Black dots are the nodal points

Figure 7. Nodal Points surrounding a Camera Path

2.4. Ray Intersection

‘‘‘‘‘
‘‘‘‘‘
-

L
1 F 3

Thick curves are camera paths
Black Dots represent nodal points

Figure 8. Nodal Points Covering Domain of Camera Mo-
tion

Finding the camera ray intersections with planes is costly

[8] and should be avoided. In this section we show how to path curve, we mark nodal points at a distatee= Alx R
avoid ray intersection using the Taylor's theorem. Specifi- where R is the ratio of the distance between the came

cally, considerX; = [X,,Y,, Z.], which is center of pro-
jection for a virtual camera, anbl= (I, I,,, Cy), which is
a point on the ST plane. Then aray froq to I, intersects
UV plane atg(X1) = [¢, gy, C2]. Moving the COP to the
location X, = X; + AX, the change in x co-ordinate of
the point of intersection with the UV plane is given by:

_ Cy - C4 I, — X.)(Ci1 — Cy)
Z.—Cy (Zc - 01)2

A similar equation is derived fof\g,. The error associated
with approximation is given by, ,

Egz :gx(X1+AX)_§z(X1+AX) (3)

Ag, AX. + ( AZ. (2)

where,g,. (X1 + AX) is the Taylor's estimate. From the
first order analysis

E - 2(I, — X.)(Cy — Cs)
“’“” (Cr — Zc)?
A similar equation is derived foE,, . If the camera motion

AZ, (4)

is on any arbitrary path in a plane parallel to the ST plane

(AZ. = 0), then the erroy,, = 0, £, = 0. In addi-

plane and the ST plane and the distance between the
and ST planes. For simplicity, the nodal points are selec
parallel to the u and v directions as shown in Figure 7. T
light field is cached at these nodal points. The precise cc
putation of the light field from the nodal points can tal
advantage of the methods suggested in [8] or Section
instead of the original method [5]. Once the radiance
nodal points is known, Lemma 2.3.1 assures us that for
query point, we can fetch the radiance from neighbori
nodal points. We denote the time taken for this operatior
ko (Section 4.2). An alternate way to pick nodal points
region-based, as shown in Figure 8. Any query on the ce
erawalk in the rectangular region defined by the convex f
of the nodal points can be answered efficiently.

3.1. Quadrilinear Versus Nearest Neighbor Approx-
imation

Once nodal points are known, nearest neighbor appr

tion, the computational complexity involved in calculating  mation or quadrilinear interpolation can be used. In gen
the new UV intersection point decreases substantially, as (2)ating views using the nearest neighbor approximation, fi

reduces to
G-y

Ag, = 2—1
)

AX. ()

nodal points will suffice for all information that is neede
for intermediate query points. For quadrilinear interpol
tion 16 nodal points are needed to provide information (

which is independent of the direction of the ray. This im- diance) for a query point.

plies that a regular camera motion results in a regular shift
of intersection points. In other words, we avert expensive

ray intersection computations.

3. Nodal Point Caching

4. Sample Results

In this section, we first provide evidence that the rest

We now have the mathematical apparatus to select theobtained by the use of the method in Section 3 matcl
nodal points given a camera walk. The algorithm is straight- those obtained by the implementation given in [5]. Lat
forward. Starting from the initial position on the camera we show that our method requires less resources.



(a) Buddha (from [5]). (b) Buddha using our (c) Dragon(from [5]). (d) Dragon wusing our
method. method.

Figure 9. Rendered images of Buddha and Dragon using our method and the traditional method are identical.
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(a) Experiments performed with 32MB (b) Experiments performed with 1GB (c) Number of disk accesses. Our ap-
RAM. The time taken by the proposed RAM. Time taken by our approach is proach performs significantly better.
method is considerably lesser than the comparable. However, our approach

original method. uses only a very tiny fractior2s) of

the system memory.

Figure 10. All results are for 100 query points.

4.1. Buddha and Dragon ray intersection calculations. Letbe the number of query
points, andp the number of nodal points. Denate to be
Figure 9(a) shows the result obtained using the nearesthe time taken for ray intersection computations in the or
neighbor approximation as suggested in [5]. Figure 9(b) inal method [5] for one query; if we use homography (fro
shows what is obtained using the method from Section 3.[8]), then this value is negligible.
The two images are identical as returneddify in Unix.

The virtual camera viewpoint was @, 0, 3) and the nodal 4, resolution, it may or may not be possible to place t
points were situated at=-0.09375, £0.09375, 3.00000), light field in memory. We penalize access to the light fie
where the origin was at the centre of the ST plane. The (5 1ot methods) by the facteiin the following equation.

input images were those obtained usigx 32 cameras. The expected gain in our method is
Identical behavior is observed when we render the

dragon (Figure 9(c)); the light field for this was acquired

using8 x 8 cameras. Here the virtual camera was located at

(0.03,0.02,2.00) and the nodal pointg#b.5, +0.5, 2). n(t + ki)
(p(t + k1) + nk2)

When the input light field is densely sampled, and is a

(6)
4.2. Computational Advantage
We now proceed to show the computational advantage If the light field does not fit in memory,represents disk

when a camera walk is introduced. As discussed earlier, ad-access time. Therefore > k;, and the gain is approxi-
vantages arise due to nodal light field caching, and avoiding mately%.



4.2.1. Resource Usage or surface properties is needed. However, there are s

. disadvantages.
For the purpose of comparison, and to hand an advantage to In this paper, we have looked at the problem of redk

the original light field implementation, we have chosen not ing the computational burden in dealing with the rich a

e 2 0T densely sempled igh eld when a usr wals ot
’ . " virtual world. We have achieved this by recognizing that i
are based on an Intel Pentium IV 2.4GHz Linux based com- y g 9

) stead of considering the complete light field, it is enough
puter with 1 GB memory. consider a sparse set of nodal points. The number of nc
1. To simulate low RAM situations, we used only 32 MB  points, and the distance between them have been chara

of the 1 GB available and rendered Buddha on vari- ized to ensure that the rendering of the scene is identice
ous camera paths located at different distances fromwhat may have been done without the cache. The prc
the original camera gantry. of these characterizations have been shown for a restri
We note that there is considerable gain as seen in fig-C25¢ of arbitrary, but planar motion, for the sake of brevi

ure 10(a), where the real time taken by the two ap- Our description does not explicitly deal with decompre

. . : sion issues (indeed, in the first stage [5] of rendering,
proaches is plotted with respect to the z cq—ordmate entire light field is decompressed as it is read into mem:
of COP. The average value pffor n = 100 is ap-  fom disk.) However, there should not be any concept
proximatelyl9, so the time gain is approximatedy26, blockade in applying the general caching strategy and
which is what theoretically equation 6 promises. mathematical elements even in this case.

2. When the memory is sufficiently large to accommo-
date the huge light field, Figure 10(b) shows that the
time taken by our method is comparable to the origi-
nal method. This indicates that computing and going
to the nodal cache is not very expensive. However, the
total memory that we used was even less than 2% of
the memory requirement of method in [5]. This is due
to the fact that the method in [5] usesx v x r units
of memory for au x v camera gantry with an image
resolution ofr. 1]
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