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Abstract 

 
Content-based image retrieval is an important area of 
research involving techniques of image processing, 
information retrieval, and data mining. Mathematical 
morphology is a powerful set of tools in image processing 
and normally used for filtering, shape description etc.. 
Sequence data mining and clustering are the popular data 
mining techniques that are successfully applied to varieties 
of applications. In the present work, we demonstrate that 
the pattern spectrum, a well known morphological 
technique, can be used to capture emotions in a face image. 
We also show, by devising a novel data mining technique 
for sequence database, that the set of pattern spectra 
corresponding to face image database can be searched to 
retrieve faces having emotion similar to that of a query 
image. We make use of link-based clustering combined 
with density based clustering to handle the data mining 
tasks. We demonstrate the efficiency of our system 
experimentally.    
 
1. Introduction 
 
Mathematical morphology uses concepts from set theory, 
geometry and topology to analyze geometrical structures in 
an image. This characteristic of mathematical morphology 
is the motivation behind using it for feature extraction in 
content-based image retrieval [18], [19]. The aim of the 
present study is to demonstrate the applicability of 
mathematical morphology in capturing the facial expression 
of human face. We show that by blending the 
morphological method with data mining technique, it is 
possible to use a simple but robust way of emotion-based 
search of human face database. We demonstrate here that 
for a given face image as a query, it is possible to retrieve a 
set of all images containing similar emotional expression as 
that of the query image, from a database of face images. We 
make use of pattern spectra of mathematical morphology 
theory to capture these features. Morphological operations 
such as opening distribution and pattern spectrum act as 
shape descriptors in analyzing an image. The pattern 

spectrum can be viewed as a sequence of numbers and 
hence, we employ the well-known techniques of similarity 
search in sequence database. However, since the database 
consists of very large number of short sequences in the 
present context, we make use of a novel combination of 
binning and clustering for this purpose.  The main aim is to 
retrieve almost all relevant images as well as to minimize 
the number of irrelevant images. To achieve this, the 
system considers all the close clusters (Inter-Cluster search) 
and then search within that cluster (Intra-Cluster search). 
Our experimental results corroborate this hypothesis.  
The main contribution of the present work is two-fold. 
• It demonstrates that pattern spectra can capture 

emotion features of a face image. 
• It also devises a novel method of clustering and 

searching the sequence database arising out of the set 
of pattern spectra. 

 
The existing work on facial expression analysis is discussed 
in section 2. In section 3, the basic notions of mathematical 
morphology and the pattern spectra are introduced. In 
section 4, we justify the relevance and importance of 
pattern spectra in the context of face analysis. Once the 
pattern spectra of the image database are generated, it is 
necessary to carry out the search in this database. We 
discuss some of the major clustering algorithms available in 
data mining literature in section 5. Section 6 deals with the 
proposed system of content-based image retrieval of face 
images based on emotion. We report experimental results in 
section 7.   
 
2. Facial Expression Analysis 
 
Facial expression is among the most powerful, natural, and 
immediate means for people to communicate their emotions 
and intentions [4], [6]. In recent years, significant progress 
has been made in computer-vision based approaches to 
discriminating emotions [10], [3], [2], [13], [16]). Ekman 
and Rosenberg [6], [7] propose that there are six basic 
emotions, namely joy, surprise, anger, sadness, fear

and disgust. The Facial Action Coding System(FACS) [6] 
is a system designed for human observers to detect subtle 
changes in facial appearance. It is a system that 
linguistically describes all possible visually detectable 

facial changes in terms of 44 Action Units(AU). So far, 
several studies on vision-based facial gesture analysis have 
suggested that FACS AUs could be detected from digitized 
face images. Black and Yacoob [1] describe a system that 



  

recognizes facial expressions in the presence of significant 
head motions. In an earlier version, they use optical flow at 
high gradient points on the face to recognize facial 
expressions. Essa and Pentland [8] propose a method for 
recognition of facial expressions based on differential 
patterns of optical flow. Kearney and McKenzie [14] 
propose a self-adaptive expert system that converts facial 
data into a set of face actions and then into a set of emotion 
labels. The system recognizes 36 different face actions but 
uses hand-measured manually supplied face image data that 
is difficult to track automatically. Cohn [4] proposes an 
optical-flow-based method for discriminating between 
Action Units in the eyebrow, eye and mouth regions. The 
method can identify eight individual AUs and seven AUs 
combinations. Zhang [20] compares the use of geometrical 
features with a multi-scale, multi-orientation Gabor wavelet 
based representation to identify expressions. 
 
3. Pattern Spectrum 
 
Binary Morphology[17] deals with the binary input images 
and binary structuring elements. The gray-scale images are 
converted into binary by thresholding. The set of all white 
pixels in a white and black image constitutes a complete 
description of the image.  
 
All the operations of mathematical morphology are usually 
defined between two sets (say A and B), where A is the set 
we want to examine and B is called a structuring element. 
By performing morphological operations on set A with 
different structuring elements {Bi}, we get a resulting set 
series {Yi}. Each specific structuring element Bi filters out a 
kind of information from the original image. By analyzing 
the resulting set sequence {Yi}, we can obtain sufficient 
heuristic information. The fundamental operations 
associated with an object are the standard set operations of 
union, intersection, complement { }c,,∩∪  and 
translation[21]. Given a vector x  and a set A , the 
translation, xA +  is defined as: 

{ }AxxA ∈+=+ αα |  
The dilation of A and B is defined as the union of all 
translates of the set A by each of the elements of the set B. 
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The erosion of A and B is defined as the intersection of all 
translates of the set A by each of the elements of the set (-B) 
where { }BB ∈−=− ββ | , 
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Opening of an image A by a structuring element B is 
defined as: 

( )( )BBAEDBA ,,=o  

The opening of an image is just a sequential application of 
erosion followed by dilation by the same structuring 
element. Closing of an image A is defined as: 

( )( )BBADEBA −−=• ,,  
Let A be finite extent discrete binary image and the discrete 
binary pattern B be any finite subset of Z2. It can be shown 
that ∀k ≥1, 

( ) ( ) ......11... ABkAkBABkA ⊆−⊆⊆+⊆ ooo  
Pattern Spectrum of an image A with respect to a 
structuring element B is defined as 

( ) ( ) ( )( )[ ]BkAAreakBAAreakPS A
B 1+−= oo wh

ere  ( )kBAArea o  indicates the area of the image when 
opened with B of size k . We shall drop the prefixes A and 
B to denote the pattern spectrum as PS(k) whenever the 
context is unmistakable. 
 
Pattern Spectrum is a shape size descriptor of an object 
content of a digital image. The area obtained by opening A 
by a structuring element B of size r is a measure of the 
pattern content of A, relative to the pattern rB. By varying 
both size r and the shape of B, we obtain a shape size 
spectrum of A which is the full pattern spectrum of A 
relative to all the patterns that can fit inside A. By keeping 
B fixed, we get a size histogram of A relative to B. It can be 
clearly seen that pattern spectrum acts as a shape descriptor 
when a structuring element of suitable shape and size is 
applied. In a sense, the pattern spectrum provides useful 
information about the shape similarity between A and B. At 
small sizes of B information about high-frequency noise 
and boundary roughness relative to B is given. Any sharp or 
significant spikes reveal the existence of long capes or 
bulky protruding parts. The similarity between A and B is 
given by the magnitude of spikes at larger scales. The 
higher the spikes, the greater is the similarity between A 
and B.  
 
4. Facial Images with Emotions 
 
The purpose of the present system is to use this concept of 
pattern spectrum to identify the different emotions 
expressed by different individuals. The retrieval is based on 
the emotion irrespective of the individuals. The emotions 
that an individual expresses provide a source where the 
shape and size of the face change. Consider an individual 
with normal and  laughing expression as shown Figure 1.
    

 
 

 
Figure 1. An individual with normal expression and 

laughing expression 
It can be clearly seen that there is a considerable change in 
the shape of the face and this change can be captured using 



  

the pattern spectrum. The pattern spectra of the above two 
images are  in Figure 2. 
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Figure 2. Pattern Spectra of an individual with normal and 

laughing expressions 
 

Let us consider two different individuals with the same 
laughing expression (Figure 3). The pattern spectra of the 
two individuals is shown in Figure 4.  It is observed that 
there is some similarity between the two graphs. This 
similarity is used to show that the emotions expressed by 
the two individuals are same.  It can be seen that a smiling 
face usually implies an open mouth. As an open mouth is 
wider, a smile is revealed by the presence of a significant 
peak in the pattern spectrum at medium to large scales.  
 
    
 
 

Figure 3. Two different individuals with laughing 
expression 
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Figure 4. Pattern Spectra of two different individuals with 

laughing expression 
 

5. Clustering 
 
Clustering is a useful technique for discovery of data 
distribution and patterns in the underlying data. The goal of 
clustering is to discover dense and sparse regions in a data 
set. ROCK[11] and DBSCAN[9] clustering techniques are 
employed in the present system to carry out clustering of 
images. 
 
ROCK (RObust Hierarchical Clustering with links)[11], a 
robust hierarchical clustering algorithm, is an adaptation of 
an agglomerative hierarchical clustering algorithm. It 
heuristically optimizes a criterion function defined in terms 
of the number of “links” between objects. Informally, the 
number of links between two objects is the number of 
common neighbors they have in the dataset. Starting with 
each object in its own cluster, they repeatedly merge the 
two closest clusters till the required number of clusters 
remain. 
 

The ROCK algorithm starts with each cluster being a single 
data point and keeps merging the pair of clusters with the 
best positive goodness measure. In [11] the algorithm is 
stated to have the complexity O(n2logn). But in [5], Dutta 
and Bhattacharya observe that the straightforward 
implementation of the algorithm has actually the 
complexity O(n3). They show in [5] that by carefully 
handling the link-data and using a method of deferred 
deletion from the local heaps, the complexity can be 
improved to O(n2logn). We use the improved 
implementation of the algorithm. The following 
observations are made while experimenting with this 
algorithm.  
 
If an object has common neighbors with two or more of 
existing clusters then they are all merged. Any object 
belongs to one and only one cluster. The tree like 
construction of clusters leads to the formation of some 
clusters, which contain a large number of images, as large 
as 80% of the images of the database and most clusters are 
left with only a few images. One can see that some clusters 
have a very large number of objects whereas other clusters 
contain very few objects. Thus, it is felt that some sort of 
post processing is necessary when we use ROCK. We 
propose to combine another clustering algorithm together 
with ROCK.  
 
DBSCAN[9] uses density-based notion of the clusters to 
discover the clusters of arbitrary shapes. The key idea is 
that, for each object of a cluster, the neighborhood of a 
given radius has to contain at least a minimum number of 
data objects. We can use this concept on individual clusters 
obtained from ROCK. Considering one cluster at a time, the 
objects in the cluster are marked as either core or non-core 
objects. The non-core objects from the cluster are removed 
and tested whether some or all of them can be categorized 
into the succeeding clusters. The process is repeated until 
all the clusters are checked for accommodating the non-
core objects of the clusters excluding it. Finally the objects 
that cannot be categorized into any cluster are retained as 
noise objects. These are the objects that do not match with 
any of the clusters formed. The noise objects are then 
discarded from the clusters.  

 
6. Emotion Based Face Image Retrieval  
 
Based on the foregoing discussion, we propose a novel  
emotion based image retrieval system. The system consists 
of mainly three phases: 
• Extraction of Feature Vector Table for images in the 

database. 
• Clustering of images in the database. 
• Retrieve images closest to the query image. 
The first phase i.e. feature vector extraction is done using 
morphological operations discussed in section 3. The 



   
concept of pattern spectrum is used. Sequences are handled 
for similarity search of images with various emotions, 
based on comparison of pattern spectrum. The second phase 
i.e. clustering the images is done using data mining 
clustering algorithms. In the third phase, images that are 
similar in emotion to the query image are retrieved. 

 6.1 Feature Vector Extraction 
 
A gray scale image set is converted into a binary image set 
using thresholding. The image set is opened with a 
particular structuring element starting from a size until the 
area of the resulting image after opening is zero. Various 
structuring elements are used such as square, horizontal 
line, vertical line and principal and non-principal diagonal. 
Opening distribution of an image is used to calculate 
pattern spectrum and feature vector. The sequence of 
numbers in the pattern spectrum is processed to produce a 
bitstring. The sequence of numbers is scanned sequentially 
for each consecutive pair of numbers. If the value is 
increasing, then we assign 1; otherwise, 0 is assigned.  
Bitstring bsA for any sequence A is defined as: 
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The pattern spectrum of each image is essentially a 
sequence of numbers and a similarity-based search 
technique of sequence data would apparently help in 
emotion-based retrieval. Recently, in [15] an efficient 
technique of similarity based search is proposed in which 
the sequences are first converted to bitstrings and then 
indexed by binning the equivalent decimal number. The 
similarity is determined by the closeness of the BIN 
number. We observe that this method does not yield good 
result in the present context. This is mainly because of 
following reasons. First, the sequences corresponding to 
pattern spectra are very short and hence there is a major 
effect in any minor variation in the sequences 
corresponding to similar expression. Second, since there are 
variations within a class, it is worthwhile to determine one 
representative sequence that can represent the class. It is 
therefore worthwhile to determine a sort of representative 
sequence, which captures all the common features of all the 
pattern spectra with respect to an emotion. To accomplish 
this objective, the bitstrings are first clustered and then all 
the bitstrings within a cluster are aggregated by OR 
operation. The resulting bitstring is the representative 
bitstring of the cluster. We follow the binning technique to 
determine the BIN number of the decimal equivalent of the 
representative bitstrings. The similarity-based retrieval is 
used to determine the closeness of the BIN number of the 
query image to the BIN number of the representatives and 
all the images of a cluster are returned. 
 

 6.2 Clustering of Images in the Database

The basic principle of clustering images hinges on a 
concept of distance metric or similarity metric. Instead of 
comparing the BIN number of the query image with the 
BIN numbers of all the images in the database, the images 
in the database are clustered, the representative BIN 
number of each cluster is found and the query image is 
compared with only the cluster representatives. For 
clustering the images, the bitstrings that represent the 
images are considered as feature vector.  
 
ROCK clustering technique is applied to arrive at an initial 
set of image clusters in the database. Initially all the objects 
are considered as separate clusters. A cluster is randomly 
selected. To this cluster all the images that are in the 
neighborhood are added. This procedure is repeated for 
each image in that neighborhood in turn. The above 
procedure is continued iteratively till there are no images to 
fall into this cluster. Again a randomly selected image from 
the remaining images is selected to start a new cluster and 
the above procedure is repeated. This process is repeated 
till all the images fall in one or more cluster. This is 
because of the linear growth of the clusters. In order to 
overcome the drawback of ROCK algorithm, DBSCAN is 
applied on the already formed clusters. Instead of 
considering the entire database for clustering, the adapted 
algorithm considers the clusters already formed to re-cluster 
them so that more similar images are in one cluster. 
Representative BIN numbers of all the clusters are found. 
Representative BIN number of a cluster C is defined as 
bitwise-OR of BIN numbers of all the images in the cluster. 
It is calculated by the expression: 

CAkbskbs AAC ∈∀∨= ),()(  
BIN( C ) is the bin number of the decimal equivalent of  bsC 

 

6.3 Query Matching 
 
When a query with a particular emotion is given, the system 
has to retrieve those images in the database that are more 
similar in emotion to the query image i.e. the cluster whose 
features are closer to the query image feature vector, is 
retrieved. 
 
Given the query image q, the feature vector is found using 
pattern spectrum. The bitstring bsq that represents the image 
is converted into its corresponding BIN number BIN(q). 
The concept of handling longer and shorter queries is also 
considered at this point. BIN(q) is compared with BIN(C) of 
all the clusters. The whole cluster is retrieved finally.  
 
7. Results 
 
The image collection is downloaded from the various 
database sources. More than 200 images consisting of facial 
expressions under similar conditions are collected from 



  

various sources: JAFFE, CMU, AT&T. The images are 
scaled to a size of 75 × 75 and are converted into bitmap 
and gif images in gray scale format. The database is divided 
into 3 image collections: imgset1, imgset2, imgset3. The 
imgset1, training set, is formed keeping in view that the 
background and foreground intensities of all the images are 
similar and the two colors are distinguishable. There are 21 
individuals with various expressions. All the three image 
sets are used as test images in our experiments.  For testing 
the robustness in the clustering phase we consider three 
expressions: normal, laugh and surprise; other expressions 
are used for detection of outliers. Images with all the six 
basic expressions are present in image set 2 and image set 
3. Sample images from the other image sets, which can be 
used for querying are shown in Annexure II. We describe 
below the working of the proposed procedure by using a 
test case. 
Test Case 
This section discusses the process, which the system 
follows in retrieving an image. First the feature vectors for 
every image in the database are calculated.  

 

 
Figure 5. An image in the database 

The image in Figure 5 is a gray-scale image of size 60×69. 
This is thresholded to obtain a binary image and scaled to 
the required size. The structuring element is a square with 
initial size 5×5. We have experimented with different types 
of structuring elements but we observe that the best result is 
obtained in the present context when the structuring is a 
square.  The opening distribution and the pattern spectrum 
of this image are extracted as shown in Figure 6. 
 

Size Area Pattern 
Spectrum 

5 1549 70 
6 1479 158 
7 1321 115 
8 1206 40 
9 1166 162 

10 1004 148 
11 856 274 
12 582 192 
13 390 28 
14 362 362 
15 0 0 

 
     Figure 6. Pattern spectrum of the image in Figure 5 

 
The pattern spectrum of all the images in the collection are 
extracted and stored in a representative file for a particular 
structuring element. The feature vector of the image is 

derived from the pattern spectrum using the binning 
concept described in section 6. The length of the bit string 
of various images varies depending on the nature of the 
image. We normalize the length by 0-padding method. 
Each new image considered is compared with the 
maximum length of the bit strings already existing and then 
it is updated. For image set 1, the number of columns in the 
feature vector table is 17. Also the bin numbers of all the 
images are calculated and stored. The bin number of the 
image in Figure 5 is 297. 
Using the feature vector table, the images in the collection 
are clustered using ROCK and DBSCAN algorithms. For 
ROCK we consider the image set 1 with threshold as 0.8; 
Sample Record set as 1 to 51; Number of clusters as 3 
(corresponding to the three basic expressions considered). 
The parameters for DBSCAN are Epsilon= 0.02 and 
Minpoints = 9. 
The pattern spectrum of the query image (Figure 7) is 
extracted using the square structuring element of initial size 
5 × 5. It is observed that the length of the bit string is 18. 
The result is shown in Figure 8. We observe that out of 9 
images retrieved by our algorithm, eight of these are 
smiling faces and one is though different one it has a face 
with wide mouth.   

      
        Figure 7. 
When a query with the emotion other than the three basic 
emotions analyzed is given, it is observed that the system 
retrieves images with emotions most similar to that of the 
query image. If the other image collections are used for 
clustering and querying, then the input datasets given to the 
clustering algorithms and the structuring element used have 
to be chosen such that retrieval is efficient, for which much 
experimentation is necessary. The present system is able to 
retrieve similar images based on the emotion expressed by 
the query image. The retrieval is completely based on the 
emotions irrespective of the different individuals present. 
Even if the emotion expressed by the query image is not 
present in the database of the system, it retrieves those 
images with most similar emotion to the query.  
It is to be noted that the number of clusters is equal to 
number of distinct gestures that we wish to identify. We 
consider in our experiment the five basic  expressions. Thus 
it becomes very efficient to find the similarity matching of 
the query BIN with one of five representative BINs. 
Moreover, due to clustering and aggregating the cluster to 
determine the representative most of the errors are 
smoothened out.   



  

 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

 

  
Figure 8. Matching images to the query image in Figure 7 

 
The efficiency of the proposed system can be measured on 
two parameters. First is the quality of clustering and the 
second is correct retrieval.  We observe that classification 
of the expressions are not very accurate as we see in the 
above example too that a face with an expression different 
from laughing expression is in the cluster corresponding to 
laughing. It is expected as it is often difficult to identify the 
correct expression from the face image for even a human 
expert. However, our classification scheme classifies more 
or less all the images of an expression to a cluster. The 
accuracy is nearly 85%. The similarity matching is found to 
be very efficient. It is nearly 100% correct retrieval by our 
method. We propose to carry out a rigorous benchmarking 
and add more expressions to the database.   
 
8. Conclusions 
 
In this paper a novel application of mathematical 
morphology is demonstrated for content based image 
retrieval of face images. The major contributions of the 
present paper are: a new approach to extract the features 
related to emotional expression in a face image, a modified 
clustering algorithm that takes into consideration 
aggregation of feature values of all the face images 
containing an emotion, and the similarity search in a set of 
sequence. Our experimental experience corroborate our 
hypothesis that pattern spectra can indeed capture the 
distinctive features related to expressions in face images. 
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