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Abstract 

 
All the human faces are symmetric approximately 

up to 90% - 95% only. No face is 100% symmetric. Based 
on this property that 10% difference is present in any 
human face is given as the input to the face recognition 
system. The intensity variations of the faces are equalized 
first. Then the left and right face difference is given as the 
input to the database and to the face recognition system. 
This will reduce the storage half the size compared to any 
other method and provides better recognition for the non-
symmetric and non-frontal faces. It also works well for the 
symmetric faces. Here eigenface method is used for 
recognition. 

 
Keywords: Eigenface, symmetryzation, Difference method, 
face recognition, non-symmetric face. 
 
1. Introduction 
  

 Face recognition provides us a convenient way to 
identify and recognize a person in a large database. With 
face recognition, we can recognize a person by just taking 
a photo of that person[1],[3]. User no longer needs to scan 
his fingerprint or iris for personal identification but just 
need to stand in front of a camera. The system can check 
its database to recognize the person from his image. 

Face Recognition has a fundamental importance 
in our social relationships, being extremely valuable to our 
simple and daily activities. It is very useful to identifying 
individual in international traffic points, in crime scenes, in 
access control and in many other fields. Some of the areas 
in which face recognition used are: Credit card, driver’s 
license, passport & personal identification, Mug shot 
matching, Bank/store surveillance, Crowd surveillance, 
Expert identification, Electronic mug shots book, and 
Electronic lineup, Reconstruction of face from remains and 
Computerized Aging. 

Lighting conditions of a face is a major problem 
for face recognition [2]. The same person under different 
lighting condition may be perceived quite differently. We 
almost cannot recognize two people even with our eyes. So 
it will dramatically decrease the accuracy of a face 

recognition system. In the left image of Figure1.1, the 
dominant light source is nearly head-on; in the right of that 
image, the dominant light source is from above and to the 
right. 

In this paper the Eigen face method is used for the 
face recognition. It will verify whether a new face image 
belongs to one of the individuals whose face images were 
stored previously in a database in a similar way, and report 
if there was recognition, affirming the person’s identity. 
When images are taken in inadequate illumination 
conditions, the approach identifies this situation by 
comparing the sum of pixel values on two sides of the 
face. That is performed by applying the symmetryzation 
technique and, according to the case, either the dark side 
of the face is reconstructed from its clear side or the 
average of the face with its inverse one is calculated. Thus, 
one achieves an equalizing of face illumination. 

 

 
Figure 1.1 Example face for illumination problem 

 

So, Eigenvectors and Eigenfaces are used to 
represent the faces with the acceptable storage 
requirements and the not well illuminated faces are 
preprocessed using the symmetryzation property before 
given to the recognition process using Eigenface method. 
After the application of the symmetryzation techniques, 
there is an improvement of 72% in the approach 
performance.  

Suppose if the face is not symmetric or not a 
frontal face, for example, if  one side of the face has some 
big scar or damage then the  difference between both sides 
are more. In such cases one cannot use this 
symmetryzation process directly to correct the illumination 
conditions, because of the loss of originality of the face. 
 To overcome this, in the proposed method, the 
original face is divided into two symmetric parts. Then the 
right side image (or left side) is converted to make it as the 



left image (or right image). Then the difference between 
the original left image and the converted image is 
calculated. It must be different for different persons. The 
presence of a scar on one side of a face could be one such 
example. The difference gives the variation in the 
symmetric value. This difference image is given to the 
Eigen face method for further face recognition.  

 We present the Eigenface method for face 
recognition in the next section. In section 3, the 
symmetryzation techniques and in section 4, its limitations 
are discussed. Section 5, explains the new difference 
method. Section 6, gives some of the results. Finally 
section 7, gives our concluding remarks. 
 
2. Eigenface method  
 

Various face recognition methods are developed 
such as Eigenface , Fisherface, Elastic bunch graph 
matching, etc.,  and they work up to the maximum level  of  
90% recognition. None of the methods provide 100% 
recognition due to the lighting conditions, facial 
expressions; pose variations and orientation problems etc. 

Face recognition provides us a convenient way to 
identify and recognize a person in a large database.  The 
Eigenface method produces a better recognition with 
minimal storage requirements.  Recognition performance 
decreases quickly because of lighting variations, the head 
size, or scale, is misjudged.  The head size in the input 
image must be close to that of the Eigenfaces for the 
system to work well. 

In that cases where every face image is classified 
as known, Eigenface achieved approximately 96% correct 
classification averaged over lighting variation, 85% correct 
averaged over orientation variation, and 64% correct 
averaged over size variation.    
 
2.1 Eigenfaces Initialization 

 
1. Acquire an initial set of face images (the 

training set) 
2. Calculate the Eigenfaces  from the training set, 

keeping only the M images that correspond to 
the highest eigenvalues [4], [5], [6],[7].  These 
M images define the face space.  As new faces 
are experienced, the Eigenfaces can be updated 
or recalculated 

3. Calculate the corresponding distribution in M-
dimensional weight space for each known 
individual, by projecting their face images 
onto the “face space.” 

 
 
 
 
 

2.2  Eigenfaces Recognition 
 

1. Calculate a set of weights based on the input 
image and the M Eigenfaces by projecting the 
input image onto each of the Eigenfaces. 

2. Determine if the image is a face at all by 
checking to see if the image is sufficiently 
close to “face space.” 

3. (Optional) Update the Eigenfaces and/or 
weight patterns. 

4. If it is a face, classify the weight pattern as 
either a known person or as unknown. 

 
    2.3 Eigenfaces Problems 
 

1. Recognition performance decreases quickly as 
the head size, or scale, is misjudged.  The head 
size in the input image must be close to that of 
the Eigenfaces for the system to work well 

2. In the case where every face image is 
classified as known, a sample system achieved 
approximately 96% correct classification 
averaged over lighting variation, 85% correct 
averaged over orientation variation, and 64% 
correct averaged over size variation 

 
3.  Symmetrization Process 
 

The not well-illuminated images are 
preprocessed. The center light, right light and left light 
images, all images with illumination problems, are 
submitted to a symmetryzation algorithm [8].  The amount 
of pixels values of each face side faces is computed. If the 
sum of one side is greater than 2/3 of the total, then that 
side is reflected to get the full image using the human face 
symmetric property. Otherwise the average of the face is 
calculated with its inverse one, adding the face with its 
inverse one and dividing by two. In the symmetryzation 
process, the dark or occluded side of the face is 
reconstructed from the clear side, in an inverse way, taking 
advantage of the approximate symmetry between the two 
sides of the faces.  

Figure 3.1 shows some images before and after 
the symmetryzation process application; in the first three 
pairs of images the simple symmetryzation was applied, 
and in the last pair the symmetryzation of the average of 
the face was applied with its inverse one. Each pair shows 
before and after the symmetryzation process application. 
 
 



 

                     

Fig. 3.1 Symmetryzation process. 
 
4. Limitations of Symmetryzation method 
 

The symmetryzation process works well and improve 
the results up to 72% as stated by the authors. But there is 
a big limitation as stated below.: Figure 4.1 (b) 

Figure 4.1 Non- frontal after symmetryzation  

 

¾ Suppose if the face is not symmetric, that is for 
example, if the one side of the face has some big 
scar or damage, the difference between both sides 
is more.   

¾ And even the face is symmetric but the face 
image is not a frontal image then symmetryzation 
method not works well. 

Hence in such cases one cannot apply this symmetryzation 
process directly to correct the illumination conditions. If 
one applies the symmetryzation then the originality of the 
face will be lost. These situations are explained in the 
following figures. 

Figure 4.2 A non symmetric face with symmetryzation 
 

Like the non frontal faces, the non symmetric 
faces also make problem in symmetryzation method as 
shown in the above figure 4.2. The fourth part of the image 
in figure 4.2 shows the face after symmetryzation which is 
different from the original face. 

Figure 4.1 shows non-frontal faces and faces after 
symmetryzation are given. The face after applying the 
symmetryzation gives a more different face, which is 
actually not a face.  

Therefore, if we apply the symmetryzation 
process for the non-frontal faces with illumination 
problems then the face after symmetryzation is widely 
different from the original face. This face is actually given 
to the training database. Hence, if the training set contains 
the frontal faces and non-frontal faces of the person for 
different pose and light variations then the average face 
will more differ from the original face. It will reduce the 
recognition rate i.e., the output Euclidean distance will be 
more. 

 
5. New difference method 
 

The symmetryzation process works well and 
improves the results up to 72% as stated by the authors. 
But the limitations of non-frontal and non-symmetric faces 
reduce its efficiency. 

To avoid the limitations of the symmetryzation 
process, in this paper a new method is proposed named 
difference method. By nature, all the human bodies are 
symmetrical about the central axis (excluding the 
handicapped persons). If we divide the body into 2 
equivalent parts about the axis, then any one side can be 
get from the other side by taking the mirror image of that. 
This will be applicable to the human face also. But the 
science says, faces are not 100% symmetric. At least they 
are non-symmetric upto 5-10%.   So all faces contain some 
non-symmetric parts. It may due to the hairstyle, makeup, 
lighting conditions, and scars or by natural (like eye 
difference, mouth shape etc.). 

 By this property of the face, the 10% non-
symmetric part is extracted from the face and then it is 
given to the face recognition system. In the database also 
we store only this non-symmetric part. 

Figure 4.1 (a) 
 



r=imageadd(img,u); Before going to extraction, the original image 
taken is resized to a square matrix so that it can be divided 
into 2 equal parts. Then the illumination conditions are 
checked. Using contrast stretching or the histogram 
equalization the image contrasts are corrected. 

e=imagedivide(r,2); 
J = contraststretch(e);  (Or)  
J=histogramequalization(e); 
 image=J; 
 The above contrast-enhanced image is now 

divided into two parts. The left (or right) side face part is 
taken and the mirror image of this part was calculated by 
reflection that is 180o rotation from left to right (or right to 
left) side. This will give the non-symmetric part of the 
face, which is different for different persons. For example 
if the eye of one side is different from the other side, then 
the difference value gives the variation in the symmetric 
value. 

//To Calculate Input Image 
function image = symmetricsub(img) 

row=rowsize(img)         
col=colsize(img)       
d=col/2;     
left1=image(1:row,1:d);  
right1=image(1:row,d+1:col);  
left2=reflect(right1);   
s=imagesubtract(left1,left2); The training set in the database also contains this 

difference face for different pose and lighting variations. If 
we give an input face then its difference- non-symmetric 
part is given to the face recognition system. Here we used 
Eigen face method for recognition. 

 image=s;       
 

 The following figure 5.2 shows the left and right side 
faces and converted face of any one side so that it becomes 
left (or right) side face and the difference   between the 
converted face and  the  opposite  side  face.  Figure 5.3 
gives the input faces used in the difference method. 

Due to the difference image the space required to 
store the face is reduced to half the size that is required by 
the Eigen method. For example, the training set we taken 
for experiment contains faces for 3 different persons, 8 
pose variations for each person. So it contains 24 faces and 
the Eigen method needs 274KB storage space. But the 
difference method require only 123KB storage space. 

 

 

Figure 5.2 (a) 

 
Figure 5.2 (b) Fig 5.1 Sample faces in the database Figure 5.2 Images in difference method   Pseudo code for the difference method 6. Experimental Results    //To Enhance the Intensity of the Input Image For the Testing, 3 classes for 3 persons with 8 

pose variations are given to the databases. Then the 9th 
and 10th images belongs to each set is given to the three 
methods (Eigenface, Symmetric and Difference methods) 
separately as the input and the observations are listed in 
the tables 6.1, 6.2 and 6.3. 

 
function image=symmetricaverage(img) 
K = constraststretch(img); 

row=rowsize(img)        
col=colsize(img)         
d=col/2;  if row > col   u=imresize(img,[col,col]);  else  u=imresize(img,[row,row]); 

end   



S-indicates the set,  9 or 10 – indicates 9th or 10th face in 
the particular set. For example if the threshold value for 
class 3 is between 1.5 and 1.8 then the difference method 
provides more better result than the other two. It is better 
suitable for non-symmetric and non –frontal faces. It also 
works well for symmetric faces. 

 
 
After Symmetrization  

 

 
              Table 6.2 Results of  Symmetrization method 
 
 Input 

Face 
belongs 
to set 

Nearest 
Class 

Number 

Min Distance 
between input 
and faces in 
the database 

Distance 
from face-

space 

S1(9) 1 3.1557e+006 1.8873e+010 
S1(10) 1 4.6390e+006 6.9137e+009 
S2(9) 2 3.0978e+006 1.1913e+010 
S2(10) 2 9.0641e+005 1.2580e+010 
S3(9) 3 2.0264e+006 2.1116e+010 
S3(10) 3 2.5000e+006 2.0229e+010 

 
 
 
 

 

 
 
 
 
 
 
New Difference Method with Eigenface 

 
 Figure 5.3 Subtracted Images used as input in the 

difference method 
         Table 6.3 Results of Difference method 

 

Input 
Face 

belongs 
to set 

Nearest 
Class 

Number 

Min 
Distance 
between 
input and 

faces in the 
database 

Distance 
from face-

space 

S1(9) 1 1.2631e+006 1.7576e+009 
S1(10) 1 1.2620e+006 1.7229e+009 
S2(9) 2 2.2498e+006 2.6521e+009 

S2(10) 2 7.3124e+005 7.0021e+008 
S3(9) 3 1.1356e+006 1.2793e+009 

S3(10) 3 1.1469e+006 1.3186e+009 

  
The Euclidean values of above methods are 

plotted as a bar graph for each method with the 6 outputs. 
In the x axis the input images are taken and in the y axis 
the Euclidean distances are taken. 

 
 
 
 

Table 6.4 shows the normalized values for the 3 
methods. As compared to other two methods it provide 
slightly lesser Euclidian value.  

 
 
 

From the following chart in Figure 6.1, compared 
to the Eigenface and the Symmetric method, the new 
difference method gives better result by producing the 
minimal Euclidean distances. The threshold value for each 
class is different. If the Euclidean distances and the space 
face distances are within the acceptable threshold value of 
that class, then we have a better match. 

 
 
 
 

 
Table 6.4 Normalized Values 

 Input 
Image 

 

Eigen 
Method 

 

Symmetric 
Method 

 

Difference 
Method 

 
S1(9) 19.023 31.557 12.631 
S1(10) 17.207 46.390 12.620 
S2(9) 10.425 30.978 22.498 
S2(10) 9.053 9.064 7.312 
S3(9) 15.582 20.264 11.356 
S3(10) 18.282 25.000 11.469 

  Eigenface Method  Table 6.1 Results of Eigen face method 
  
  

     
 
 
 
 
 
 
 
 

Input 
Face 

belongs 
to set 

Nea
rest 
Clas

s 
Nu

mbe
r 

Min Distance 
between input 
and faces in 
the database 

Distance from 
face-space 

S1(9) 1 1.9023e+006 8.5026e+009 
S1(10) 1 1.7207e+006 4.7841e+009 
S2(9) 2 1.0425e+006 4.0779e+009 

S2(10) 2 9.0525e+005 4.6265e+009 
S3(9) 3 1.5582e+006 5.8986e+009 

S3(10) 3 1.8282e+006 5.4546e+009 

 
 
 
 
 
7.  Summary and Conclusions 

 
In this paper, the illumination problems are 

solved for face recognition. The approach using 
Eigenfaces and PCA is quite robust in the treatment of face 
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facial organs and their dimensions. However, this approach 
is sensitive to images with uncontrolled illumination 
conditions. 
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Features of the difference method 
 

• Simple to implement and use 
 • Use of Eigen face method reduces the storage for 

the image. 
• It is further reduced to half the size of the storage 

required in the Eigen face method because of the 
difference image used here. So database size is less 

• It also provides better improvement in face 
recognition by producing minimal Euclidean 
distances and face space distance. 

• Data loss is less 
• Difference method is better for non-symmetric (at 

the most all the faces are non-symmetric) and non-
frontal faces 

• It works well at illumination problems also 
 

In the future this method will be tested with much 
more face sets of symmetric, non-symmetric and non-
frontal faces, and along with the other face recognition 
methods in various facial expressions, lighting conditions 
and in different pose variations. That may give better 
results than this Eigenface method. 
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