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Abstract 

In this paper, a problem associated with archival and 
retrieval of symbolic images with multiple instances of iconic 
objects, in/from symbolic image database (SID) invariant to 
image transformations is addressed. An efficient 
methodology to retrieve images similar to a query image at 
two levels of similarity from the SID is presented. The 
presented model takes O(log n) search time in worst case, 
where, n is the total number of symbolic images stored in the 
SID.  

1.  Introduction 

Retrieval of images from a symbolic image database (SID), 
based on similarity is an important task in image database 
applications. The ability of a SID to store images is not 
remarkable unless it supports efficient retrieval of images 
having a high degree of similarity with the query image in 
less time, irrespective of the size of the SID. The 
representation scheme must also support the retrieval process 
in retrieving similar images, irrespective of the 
transformation through which the query image has 
undergone. In addition, the SID is expected to take care of 
multiple instances of iconic objects.  
Similarity retrieval through the perception of spatial 
relationships has received considerable attention of many 
researchers. Indeed, perception of spatial relationships 
among the components of a symbolic image preserves the 
reality being embedded in the respective physical image. The 
object oriented search started with the introduction of 2D 
string [4]. Based on the 2D string representation, many 
algorithms were proposed to represent/retrieve symbolic 
images in/from a SID [8],[7]. However, these string based 
representation schemes are not invariant to image 
transformations, especially to rotation and in addition, the 
string matching process takes non-deterministic-polynomial 
time complexity during the process of retrieval. In order to 
reduce the search time and to avoid string matching, hash 
oriented methodologies for similarity retrieval were explored 
[2],[13],[10],[11]. Although, hash oriented algorithms take 
care of multiple instances of iconic objects to some extent, 
they require O(m2) search time in the worst case for retrieval 
of symbolic images, where m is the number of iconic objects 
and construction of hash table takes exponential time 
complexity. [3] and [14] have proposed an exact match and 
similarity retrieval schemes by the use of the 9DLT 

matrix[1]. But, the models based on 9DLT matrices are not 
robust to take care of image transformations especially, 
rotation.  
[15] introduced an image retrieval scheme based on object’s 
orientation spatial relationship, which preserves the 
information of partial and total orientation relationships 
among m objects present in the image by a matrix of order 
m×m. Though, this method is invariant to image 
transformations, even for considerably small number of 
images, the space complexity is very high and hence retrieval 
takes longer time. Also, the method ignores the situations of 
multiple instances of iconic objects, stating that similarity 
retrieval problem is NP-hard when multiplicity of iconic 
objects is allowed in picture matching. 
[9] discovered 2D-R string representation based on 2D-C 
string mechanism [6] as a rotation invariant concept. 
However, the method is sensitive to the image centre.  
The method proposed by [12], is the only method, which 
takes care of multiple instances of iconic objects at least to 
some extent. Although, the method allows multiple instances 
of objects in images during representation, it entails only one 
instance of each object in the query image. In addition, the 
method is not invariant to image transformations. 
Thus, it is clear from the above discussion that all the 
aforementioned methods appear to be efficient in one or the 
other sense. But, the models that are robust and simple seem 
to be inefficient, in addition to being not invariant to image 
transformations and the methods, invariant to image 
transformations are either sensitive to the reference point or 
not effective from the point of view of storage requirement. 
The model, which takes care of multiple instances of the 
iconic objects to some extent, is not invariant to image 
transformations and entails single instance of the iconic 
objects in a query image. The problem therefore is to devise 
an efficient methodology, which is not only smart enough to 
take care of image transformations, but can rejuvenate to 
take care of multiple instances of iconic objects and be 
acceptable for real pragmatic situations.  
In view of this, a problem associated with archival and 
retrieval of symbolic images with multiple instances of 
iconic objects, in/from SID, invariant to image 
transformations is addressed in this paper. The proposed 
model preserves triangular spatial relationship (TSR) [5] 
among the components in a symbolic image by the use of 
quadruples. A SID is created through construction of B-tree. 
Since B-tree does not support multi-dimensional data (4-D 
data in our case), a distinct and unique key is computed for 
each distinct quadruple and then the computed keys are 
stored in B-tree as representatives of the corresponding 



quadruples. Each key value stored in B-tree is then attached 
with a list of images, which have the corresponding 
quadruple as one of their associated quadruples along with 
the frequency of the quadruple in the corresponding image. 
An efficient methodology to retrieve similar images from the 
SID, and then to order them according to weighted similarity 
is presented. The presented model takes O(logr n) search time 
in worst case, where, n is the total number of symbolic 
images stored in the B-tree and r is the order/rank of the B-
tree.  

2. Overview of Triangular Spatial 
Relationship (TSR) 

Let A, B, and C be any three non-collinear components of a 
symbolic image. Let La, Lb and Lc be the labels of A, B and C 
respectively. Connecting the centroids of these components 
mutually forms a triangle as shown in Fig.1. Let M1, M2, and 
M3 be the midpoints of the sides of the triangle as shown in 
Fig.1. Let θ1, θ2, and θ3 be the smaller angles subtended at 
M1, M2, and M3 respectively and are shown in Fig.1. The 
TSR among the components A, B and C is represented by a 
set of quadruples {(La, Lb, Lc, θ3), (La, Lc, Lb, θ2), (Lb, La, Lc, 
θ3), (Lb, Lc, La, θ1), (Lc, La, Lb, θ2), (Lc, Lb, La, θ1)}. Since, 
representing all six possible quadruples for every three non-
collinear components is unwieldy, it is recommended to 
choose only one of these six quadruples, based on a set of 
defined criteria [5]. The TSR is claimed to be invariant to 
image transformations. For more details on TSR the readers 
are directed to refer [5]. 

3.  The Proposed Model  

This section describes a novel scheme to represent and 
retrieve symbolic images with multiple instances of iconic 
objects.  

3.1  Creation of SID 

In order to make the representation scheme invariant to 
image transformations, the triangular spatial relationship 
existing among all components present in a symbolic image 
to be stored in the SID is perceived and preserved by the use 
of quadruples. Thus, the problem of symbolic image 
representation is reduced to the problem of storing those 
quadruples such that the retrieval task becomes effective and 

efficient. Hence, it is advised to store the quadruples in the 
database through creation of B-tree, an efficient multilevel 
indexing structure. However, since B-tree doesn’t support 
storage of multi-dimensional data such as quadruples, a 
unique and distinct number called key is generated for each 
of the distinct quadruples to be stored in B-tree and then the 
generated keys are stored in the B-tree as representatives of 
the corresponding quadruples.  
If (La, Lb, Lc,θ) is a quadruple to be stored in B-tree then the 
corresponding key is computed as  
k = Dθ (La-1)m2 + Dθ(Lb-1)m + Dθ(Lc-1) + (Cθ-1)    … (1) 
where, m is the number of distinct iconic objects in the SID, 
Dθ is the number of slices/classes, the continuous interval 
type θ domain [0…90] is split into and Cθ  is the class 
number to which a specific value of θ belongs. The 
discretization of the continuous domain of θ is suggested to 
take care of the possible errors that can occur during the 
computation of θ value due to the limitation of the 
computing system in handling floating point numbers.  
It can be noticed that the associated keys for any two 
different quadruples are distinct and unique. If N is the total 
number of distinct keys generated due to all n symbolic 
images, then all these N keys are stored in a B-tree. Each key 
value is then attached with a list of image indices and 
frequencies. The image indices that are attached to a key k 
are the indices of images, which have k as one of the keys in 
their corresponding key set and the frequency is the number 
of times k is present in the corresponding key set.  
Therefore, following is the algorithm proposed for 
representing symbolic images in SID. 
Algorithm: Creation of SID 
Input:  S1, S2, S3, …, Sn - Set of symbolic images 
Output: Symbolic Image Database (B-tree) 
Method: 
Step 1: For each symbolic image Si do 
             Total keys Ti=0, Total distinct keys Ui=0  

For each three non-collinear components do 
i. Apply TSR and compute the TSR key k as 

explained in section 3.1 and increment Ti. 
ii. Search for k in the B-tree 

If k is present 
       Search for i in the attached list of image 

indices  
If i is present  
          Increment its frequency 
Else 
         Update the attached list by inserting i 

with frequency 1 
If end 

    Else 
Insert k into the B-tree and attach the list 
with image index i and frequency 1 and 
increment Ui 

If end 
For end 

For end 
Algorithm ends. 



3.2  Retrieval of similar symbolic images 

Similarity retrieval of images is in fact a fuzzy issue. Here, 
the task is to retrieve if not an exact, at least a nearest match 
to the given query image. To achieve this, in this paper, two 
levels of similarity retrieval are proposed. The query image 
could be, exactly similar to a model image or completely 
contained in the model image. Sometimes, the query image 
itself may completely contain a model image or simply have 
a sort of overlap with a model image. However, in any case, 
since each symbolic image in the SID is just a collection of 
TSR keys, the similarity retrieval problem reduces to the 
problem of subset matching between the TSR keys of a given 
query image and TSR keys of every image stored in the 
database. Instead of searching through all images one by one, 
the proposed novel B-tree based image representation 
scheme allows us to identify as quickly as possible, the 
similar images.  
Let Q be a query image with TQ number of total TSR 
quadruples. Consequently, TQ TSR keys are computed. For 
each distinct key in the query key set, its frequency is noted. 
Let UQ be the number of distinct TSR keys present in Q. The 
B-tree is then accessed through, in search of each distinct 
TSR key of Q and the list of image indices with frequencies 
attached to the key is extracted. For each image index i, in 
each extracted list (list corresponding to a key k), the 
difference d in frequencies of k in Si and Q (frequency of k in 
Si – frequency of k in Q) is noted. Thus, for each TSR key of 
Q present in the B-tree, a list of pairs, (i, d) is obtained. If 
there exists a symbolic image Si, consisting of all keys of Q, 
then i is present in all lists of pairs obtained. Hence, the 
symbolic images analogous to the image indices obtained 
through the intersection of the lists of pairs based on i, are 
classified as first level similar images. The remaining images 
are grouped as second level similar images since at least a 
TSR key of Q is being missed in them. For each extracted 
image index i, the minimum (dmin) and the maximum (dmax) 
of the differences in frequencies due to all keys for which i is 
extracted are noted from the lists of pairs. The differences in 
frequencies of keys can thus be represented by an interval 
[dmin, dmax]. If a symbolic image Si in the database is exactly 
similar to Q, then it is certainly classified as a first level 
similar image. In addition, the number of distinct keys in Q 
and Si are equal and the frequency difference interval 
becomes [dmin, dmax] = [0, 0]. Incase, if Q is completely 
contained in Si, no doubt Si is at the first level of similarity, 
but will also have either total keys or total distinct keys, or 
both, greater than that of Q and hence the interval [dmin, dmax] 
= [≥0, ≥0]. On the other hand, Si being in the first level of 
similarity is completely contained in Q if Q has all keys of Si 
and in addition has the interval [dmin, dmax] = [<0, ≤0].  Si 
though being in the first level of similarity is said to just 
overlap with the Q, if at least one key of Q has a greater 
frequency than that of Si and Si has additional (new keys not 
present in Q) keys. Thus, the first level images are classified 
into four categories with exact matched images being most 
preferred, symbolic images completely containing the query 
given the next preferred class, symbolic images completely 
containing Q being the next preferred and symbolic images 

with a sort of overlap with Q the least preferred amongst the 
first level similar images.  
The images in the second level of similarity can also be 
further grouped into two categories. Here also, a symbolic 
image Si can be completely contained in Q, if all keys of Si 
are present in Q and Q has additional keys in addition to the 
interval [dmin, dmax]=[≤0, 0]. Symbolic images completely 
contained in Q, are categorized to be in a higher class 
amongst the images at second level of similarity. For any 
other case, Si is said to have a sort of overlap with Q. Two 
images are said to have the least possible overlap when both 
the images have at least three iconic objects in common with 
the same spatial scattering. 
The following algorithm is therefore, devised for retrieving 
similar symbolic images from SID for a given query 
symbolic image. 
Algorithm : Proposed retrieval scheme 
Input : Q, a symbolic query image 
Output : List of indices of symbolic images similar to Q  
Method : 
Step1:Apply TSR and compute the TSR keys as explained in 

section 3.1. and note down TQ and UQ. 
Step2:Compute the frequencies of each distinct key. 
Step3:For each TSR key k of Q with frequency

Qkf  do 

Search for k in B-tree 

     If k is present 
 Extract the list of image indices and frequencies, 
(i,

ikf ) and compute the list of pairs (i, d), where d 

= 
Qi kk ff −  

Else 
Return null list 
If end 

For end 
Step4:For each extracted image index i do 

 Find the minimum dmin and maximum dmax of all 
d’s associated with i to form the interval [dmin, dmax].  

For end 
Step5:Classify the retrieved images into two levels of 

similarity and their categories as explained in section 
3.2. 

Algorithm ends. 

4.  A complete illustration with an example: 

In this section we illustrate the proposed scheme for 
symbolic image representation in SID and demonstrate how 
the proposed similarity retrieval takes place.  

4.1 Representation of symbolic images in SID 

Consider n=6 symbolic images shown in Fig.2 with multiple 
occurrences of iconic objects. Let {1, 2, 4, 5, 7} be the set of 
symbolic labels of 5 distinct iconic objects. As explained in 
section 3.1, the concept of TSR is employed and the TSR 
existing among the components of each image is preserved 



by the use of quadruples. Since I1 has got only one distinct 
component with 4 instances and no three of them are 
collinear, the total number of quadruples generated is 4C3 = 4 
and they are, {(4,4,4, 90.00), (4, 4, 4,90.00), (4, 4, 4, 90.00), 
(4, 4, 4, 90.00)}.  
Now the 4th component, which is a real value, of each 
quadruple is mapped onto its class index (as suggested in 
section 3.1). In this example, the θ-domain [0°…90°] is  into 
18 classes of size 5°. The above quadruples thus become, 
{(4, 4, 4, 18), (4, 4, 4, 18), (4, 4, 4, 18), (4, 4, 4, 18)}. 
Similarly, the sets of quadruples preserving TSR among the 
components of the remaining symbolic images are; I2 = {(4, 
4, 2, 17), (4, 4, 4, 18), (4, 4, 2, 16), (4, 4, 2, 18), (4, 2, 2, 8), 
(4, 4, 2, 14), (4, 4, 2, 6), (4, 2, 2, 2), (4, 2, 2, 3)}. I3 = {(5, 4, 
4, 12), (4, 4, 2, 13), (4, 4, 2, 13), (5, 4, 2, 15), (5, 4, 2, 2), (4, 
2, 2, 18), (5, 4, 2, 1), (5, 4, 2, 12), (4, 2, 2, 18), (5, 2, 2, 13)}. 
I4 = {(4, 4, 2, 17), (4, 4, 4, 18), (4, 4, 4, 18), (4, 4, 2, 18), (4, 
4, 2, 13), (4, 4, 4, 18), (4, 4, 2, 6), (4, 4, 2, 18), (4, 4, 4, 18), 
(4, 4, 2,17)}. I5 = {(4, 4, 2, 17), (4, 4, 2, 16), (4, 4, 4, 18), (7, 
4, 4, 13), (4, 2, 2, 8), (4, 4, 2, 13), (7, 4, 2, 17), (4, 4, 2, 18), 
(7, 4, 2, 16), (7, 4, 4, 14), (4, 2, 2, 2), (4, 4, 2, 18), (7, 4, 2, 2), 
(4, 4, 2,16), (7, 4, 2, 2), (7, 4, 4, 18), (4, 2, 2, 16), (7, 2, 2, 3), 
(7, 4, 2, 15), (7, 4, 2, 10)} and I6 = {(4, 2, 1, 13), (4, 2, 1, 14), 
(4, 4, 1, 13), (7, 4, 1,13), (2, 2, 1,18), (4, 2, 1, 2), (7, 2, 1, 15), 
(4, 2, 1, 5), (7, 2, 1, 10), (7, 4, 1, 18), (4, 2, 2, 2), (4, 4, 2,18), 
(7, 4, 2, 2), (4, 4, 2, 16), (7, 4, 2, 2), (7, 4, 4, 18), (4, 2, 2, 16), 
(7, 2, 2, 3), (7, 4, 2, 15), (7, 4, 2,10)} 
For each distinct quadruple, a distinct and unique key is 
computed and its frequency in the corresponding image is 
noted. Hence, each symbolic image can be described by a set 
of TSR keys and their frequencies as given below. 
TSR Key Set of I1 = {3095 (4)}; TSR Key Set of I2 = 
{3058(1), 3095(1), 3057(1), 3059(1), 2797(1), 3055(1), 
3047(1), 2791(1), 2792(1)}; TSR Key Set of I3 = {3971(1), 
3054(2), 3938(1), 3925(1), 2807(2), 3924(1), 3935(1), 
3684(1)}; TSR Key Set of I4 = {3058(2), 3095(4), 3059(2), 
3054(1), 3047(1)}; TSR Key Set of I5 = {3058(1), 3057(2), 
3095(1), 5736(1), 2797(1), 3054(1), 5704(1), 3059(2), 
5703(1), 5737(1), 2791(1), 5689(2), 5741(1), 2805(1), 
5438(1), 5702(1), 5697(1)} and TSR Key Set of I6 = 
{2784(1), 2785(1), 3036(1), 5682(1), 1025(1), 2773(1), 
5432(1), 2776(1), 5427(1), 5687(1), 2791(1), 3059(1), 
5689(2), 3057(1), 5741(1), 2805(1), 5438(1), 5702(1), 
5697(1)}. 
A B-tree of order r=4 is constructed to store the distinct keys. 
For each distinct key k, a list of indices of images, the key 
sets of which contain k is worked out along with its 
frequency in the key set and then attached to the B-tree for 
later retrieval. For example, for the key k=3095, the list of 
the image indices obtained are, 1, 2, 4 and 5 with frequencies 

4, 1, 4 and 1 respectively. The entire B-tree constructed for 
the example is as shown in Fig.3 

4.2 Retrieval of similar symbolic images from 
SID 

Consider a query image Q1 (Fig. 4) consisting 3 distinct 
iconic objects with multiple instances of the iconic objects 2 
and 4. The TSR existing among the components of Q1 is 
perceived and the TSR keys are computed. The set of the 
computed TSR keys {3971(1), 3054(2), 3938(1), 3925(1), 
2807(2), 3924(1), 3935(1), 3684(1)} describes the query 
image Q1. 
In order to retrieve the images similar to Q1, access through 
the B-tree in search of each key k of Q1 and extract the lists 
of image indices and frequencies attached to k. For the key 
3971, the extracted list consists of only the image index 3 
with frequency 1 i.e., (3, 1). The difference in frequency of 
the key 3971 in the image corresponding to the index 3 is 0 
and is represented by a pair (i, d) = (3, 0). Similarly the lists 
of pairs obtained for the remaining keys are as follows.  
For k=3054, ((3, 0), (4, -1), (5, -1)); For k=3938, ((3, 0)); For 
k=3925, ((3, 0)); For k=2807, ((3, 0)); for F=3924, ((3, 0)); 
For k=3935, ((3, 0)); For k=3684, ((3, 0)); When all these 
lists are subjected to intersection, the resultant is only the 
image index 3 and thus the symbolic image corresponding to 
3 is classified as a first level similar image. The symbolic 
images corresponding to the index 4 and 5 are classified into 
second level similar images. The minimum difference in 
frequencies dmin for the image with index 3 is 0 as it is the 
minimum difference for all keys. The maximum difference 
dmax is also 0 as itself is the maximum. Hence, the image with 
index 3 has the interval [0, 0]. Being in the first level of 
similarity and having the interval [0, 0], since the number of 
distinct keys in Q1 (UQ1=8) and I3 (T3=8) corresponding to 
the index 3are equal, Q1 and I3 are exactly similar. 
On the other hand, the image indices 4 and 5 are extracted 
for only the key 3054. Hence, the difference is -1, itself will 
be the minimum and maximum for both. Thus, the interval is 
[-1, -1]. Since, both the images are at the second level of 
similarity, and the interval happens to be [-1, -1] the images 
I4 and I5 are classified as the images having a overlap. Since 
I4 and I5 are extracted for only one key, one can notice Q and 
I4, I5 have only three common objects with same triangular 
spatial relationship.  
An experiment, with each symbolic image shown in Fig. 2 
and Fig. 4 as query image is performed. The weight ordering 
of the similar images is shown in Table-1. 



5. Discussion and conclusion 

In this paper, we have made an attempt in devising a novel 
method to take care of multiple instances of iconic objects in 
an image. The proposed model is invariant to image 
transformations and the retrieval scheme requires O(UQlogr 
n) search time where UQ is the number of distinct TSR keys 
in the query image and n is the total number of symbolic 
images stored in the B-tree. The designed model can be 
adapted easily for dynamic image database without any 
additional computational burden. Ranking of each extracted 
image, based on a proximity measure is our future goal. 
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Table 1: Similarity ordering of images 
First level similar images Second level similar images  Query 

Exact 
image 

Containing 
query 

Contained 
in query 

Having overlap 
with query 

Contained in 
query 

Having overlap 
with query 

I1 I1 I4  I2, I5 - - 
I2 I2 - - - - I1,I4,I5,I6 
I3 I3 - - - - I4,I5 
I4 I4 - - - I1 I2,I3,I5,I6 
I5 I5 - - - - I1,I2,I3,I4,I6 
I6 I6 - - - - I2,I4,I5 
Q1 I3 - - - - I4,I5 
Q2 - - I1 I2,I4,I5   



 
 
 
 
 

Fig. 3  B-tree representation

Fig. 2 Symbolic images as example

Fig. 4  Query images 


