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Abstract

The use of human hand as a natural interface for human-
computer interaction (HCI) serves as the motivation for re-
search in hand gesture recognition. Vision-based hand ges-
ture recognition involves visual analysis of hand shape, po-
sition and/or movement. Due to co-articulation that occurs
during transition from one gesture to the next, problem is
encountered in continuous hand gesture recognition. This
may be tackled by identifying the key frames in the gesture
sequence. Key frames are those that best represent the con-
tent of a video sequence in an abstracted manner. In this
paper, we present an object-based scheme for key frame ex-
traction using Angular Radial Transformation (ART) shape
descriptor for gesture representation. We propose a finite
state machine (FSM) in which gestures are represented and
subsequently recognized by the sequence of key frames and
the corresponding key frame duration. Experimental re-
sults obtained demonstrate the effectiveness of our proposed
scheme for key frame extraction, subsequent gesture sum-
marization and finally gesture recognition.

1. Introduction

One very interesting field of research in Pattern Recognition
that has gained much attention in recent times is Gesture
Recognition. Gesture may be described as the manner in
which a person moves his body and limbs to express an idea
or sentiment. People frequently use gestures to communi-
cate in their day-to-day life. Therefore, gestures are a nat-
ural means of conveying information. This has motivated
to use gestures for communicating with computers. Thus,
gestures provide an attractive and user-friendly alternative
to interface devices like keyboard, mouse and joysticks for
human-computer interaction (HCI). Accordingly, the basic
aim of gesture recognition research is to create a system
which can identify/interprete specific human gestures auto-
matically and use them to convey information (i.e., commu-
nicative as in sign-language communication) or for device

control (i.e., manipulative as in controlling robots without
any physical contact between human and computer). One
type of human gesture of particular interest is hand ges-
ture where the position and shape of the hand convey infor-
mation. Although hand gestures are complicated to model
since the meanings of hand gestures depend on people and
cultures, a set of specific hand gesture vocabulary can be al-
ways predefined in many applications, so that the ambiguity
can be limited.

To exploit the use of hand gestures in man-machine com-
munication it is necessary that the static and/or dynamic
configuration of the human hand be measurable by the ma-
chine. Initial attempts to solve this problem resulted in
mechanical devices, e.g., glove-based devices, that directly
measure hand/arm joint angles and its spatial position. But,
glove-based gestural interface requires to wear a cumber-
some glove that carries a load of cables connecting it to the
computer. This hinders the naturalness with which the user
can interact with the computer.

Awkwardness in using gloves is overcome by using
vision-based non-contact interaction techniques. They use
color-based vision segmentation, silhouettes or edges to
track the hand and fingers. Unfortunately, most of the works
on vision-based gestural HCI have mainly been focused on
the recognition of static hand gestures or postures. But,
hand gestures are in general dynamic actions where the mo-
tion of the hands conveys as much meaning as their posture
does. So, appropriate interpretation of dynamic gestures on
the basis of hand movement in addition to shape and posi-
tion is necessary.

All approaches to hand/finger tracking require to locate
hand regions in video sequences. Skin color offers an effec-
tive and efficient way to segment hand regions out. How-
ever, many of these techniques are plagued by some special
difficulties such as large variation in skin tone, unknown
lighting conditions and dynamic scenes. A solution to this
is the 3D model-based approach, in which the hand config-
uration is estimated by taking advantage of 3D hand mod-
els [7]. However, they lack the simplicity and computa-



tional efficiency. An alternative approach is the appearance-
based models [10]. Although it is easier for the appearance-
based approach to achieve user-independence than model-
based approach, there are two major difficulties associated
with this approach, viz., automatic feature selection and
training data collections. Another important approach for
hand tracking is the prediction algorithm combined with
Kalman tracking and application of probabilistic reasoning
for final inference [12]. But, this approach requires fine ini-
tial model and also requires additional computations for ro-
tation and change in shape of the model. Moreover, it is
very much sensitive to the background noise.

As mentioned earlier, hand gestures may be either dis-
crete (static) or continuous (dynamic). Continuous gestures
are composed of a series of gestures that as a whole bears
some meaning. As a first step towards recognition, a contin-
uous gesture sequence needs to be segmented into its com-
ponent gestures. However, the process is complicated due
to the phenomenon of ‘co-articulation’ in which one ges-
ture influences the next in a temporal sequence [8]. This
happens due to hand movement during transition from one
gesture to the next. The problem is very significant in case
of fluent sign language. Recognition of co-articulated ges-
tures is one challenge in gesture recognition research.

Toward this goal, an effort has been made to solve the
problem of co-articulation by selecting key frames in a se-
quence of gestures. In our proposed technique, we use
the concept of object-based video abstraction for segment-
ing the frames into video object planes (VOPs), as used
in MPEG-4, with each VOP corresponding to one seman-
tically meaningful hand position. The hand position is then
tracked in the binarized frame sequence using the change
detection algorithm [5]. Next, we select the key VOPs on
the basis of shape dissimilarity measure using Angular Ra-
dial Transformation (ART) based shape descriptor as used
for shape description in MPEG-7 multimedia content de-
scription interface [6]. The key frames transform an entire
video clip to a small number of representative images that
are sufficient to represent a particular gesture sequence. We
believe that by doing so we can cope with the co-articulation
problem. Hence, our proposed scheme is capable of de-
tecting several gestures connected sequentially without the
curse of co-articulation.

Since a gesture can be defined as an ordered sequence of
states in the spatial-temporal space, we represent a particu-
lar gesture as a sequence of key frames and the correspond-
ing key frame duration, which constitute a finite state ma-
chine (FSM). For recognition, the shape similarity between
the shapes of the incoming data sequence and the states of
the FSM is measured by ART shape descriptor. Our pro-
posed scheme is described in more details in the section to
follow.

2. Proposed Scheme for Hand Gesture Recog-
nition

Figure 1 shows the basic block diagram for the proposed
hand gesture recognition system. From the input gesture
video sequence VOPs for different hand positions are ob-
tained. By measuring shape similarity by ART shape de-
scriptor, key VOPs are extracted. These key VOPs are
the input to the gesture classification system that uses state
based approach [2] for representation and recognition of
gestures. The steps involved in our proposed scheme are
described below.

GESTURE  RECOGNITION  AND

CO−ARTICULATION  ESTIMATION

GESTURE  SUMMARIZATION

BY  FINITE  STATE  MACHINE

INPUT VIDEO SEQUENCES

VOP  EXTRACTION

KEY  VOP  SELECTION

Figure 1. Block diagram for the proposed scheme

2.1. Segmentation of hand image

In our scheme, we use the inter-frame change detection al-
gorithm [5] for segmenting out hand regions in the input
video sequences. The advantage of using this algorithm
is that it enables automatic detection of objects and allows
larger non-rigid motion compared to object tracking meth-
ods. The small holes and falsely detected parts can be sub-
sequently removed by morphological filtering.

2.2. Extraction of moving edge (ME) map

The edge map of images are calculated by using Canny edge
detector. Edge extraction from the difference image in suc-
cessive frames results in a noise-robust difference edge map
DEn because Gaussian convolution included in the Canny
operator suppresses the noise in the luminance difference.
The moving edgeMEn of the current frameIn is ex-
tracted based on the edge mapDEn of the difference image
| I(n−1) − In |, the current frame’s edge mapEn = φ(In),
and the background edge mapEb. If DEn denotes the set



of all pixels belonging to the edge map of the difference im-
age, then the moving edge model generated by edge change
is given by selecting all edge pixels within a small distance
Tchange of DEn, i.e.,

MEchange
n = {e ∈ En | min

x∈DEn

‖ e−x ‖≤ Tchange} (1)

In addition to this, moving edges in the previous frames can
be referenced to detect temporarily still moving edges, i.e.,

MEstill
n = {e ∈ En | e /∈ Eb,

min
x∈MEn−1

‖ e− x ‖≤ Tstill} (2)

The final moving edge map for current frameIn is ex-
pressed by combining the two maps.

MEn = MEchange
n ∪MEstill

n (3)

2.3. Extraction of VOPs and key VOP selection

The region inside the first and the last edge points in a row is
a horizontal candidate for the object in a frame while that in
each column is the vertical candidate. After finding all the
horizontal and the vertical candidates in a frame, the VOP is
generated by logical AND operation and further processing
by alternative use of morphological operations like closing
and filling.

After the VOPs are extracted,binary alpha planes are
generated. A binary alpha plane indicates whether or not
a pixel belongs to a VOP. After getting the binary alpha
planes, the key VOPs are selected using ART based shape
dissimilarity measure.

2.4 Region-based shape descriptor

The region-based shape descriptor expresses pixel distribu-
tion within a 2-D object region; it can describe complex
objects consisting of multiple disconnected regions as well
as simple objects with or without holes. Consequently, an
ART based descriptor was recently adopted by MPEG-7
[4]. Conceptually, the descriptor works by decomposing
the shape into a number of orthogonal 2-D basis functions
(complex-valued), defined by the Angular Radial Transform
(ART) [1]. The normalized and quantized magnitudes of the
ART coefficients are used to describe the shape.

Angular Radial Transformation (ART)

From each shape, a set of ART coefficientsFnm is ex-
tracted, using the following formula:

Fnm = < Vnm(ρ, θ), f(ρ, θ) >
i.e.,

Fnm =
∫ 2π

0

∫ 1

0

V ∗
nm(ρ, θ), f(ρ, θ)ρdρdθ (4)

wheref(ρ, θ) is an image function in polar coordinates and
Vnm is the ART basis function that are separable along the
angular and radial directions, that is,

Vnm(ρ, θ) =
1
2π

exp(jmθ)Rn(ρ) (5)

Rn(ρ) = { 1 if n = 0
2 cos(πnρ) if n 6= 0 (6)

Descriptor Representation

The ART descriptor is defined as a set of normalized mag-
nitudes of complex ART coefficients. Twelve angular and
three radial functions are used(n < 3, m < 12). For scale
normalization, ART coefficients are divided by the magni-
tude of ART coefficient of ordern = 0, m = 0. There-
fore, discarding the normalized ART co-efficient of order
n = 0,m = 0, which is unity, we have 35 coefficients in
all. To keep the descriptor size to a minimum, quantization
is applied to each coefficient using four bits per coefficient.
Hence, the default region-based shape descriptor has total
140 bits.

Shape Similarity Measure

The distance (or dissimilarity) between two shapes de-
scribed by the ART descriptor is calculated using anL − 1
norm, for example, by summing up the absolute differences
between ART coefficients of equivalent order(L = 2).

Dissimilarity =
∑

i

‖ Md[i]−Mq[i] ‖ (7)

Here, the subscriptd andq represent image in the database
and query image, respectively andM is the array of ART
descriptor values.

For key VOP selection, the first VOP of a video sequence
is declared as a key VOP, and whenever the shape dissim-
ilarity measure in terms of ART coefficients between the
mass center aligned contours of a key VOP candidate and
its temporally closest key VOP is larger than a predefined
threshold, the key VOP candidate is selected as a new key
VOP [3].

2.5. Finite states representation of gestures

The proposed FSM for gesture recognition consists of a fi-
nite number of key frames and the corresponding key frame



S1 S2 S3

S1 S2 S3 S4

(a)

S4

S1 S2 S3 S4 S1

(c)

S2

(b)

S3

CO−ARTICULATION

T1 T2 T3 T4

T1 T2 T3 T4

Figure 2. (a) Finite state representation and summariza-

tion of a gesture. (b) FSM for the same gesture repeated

again and again. (c) FSM for the gestures connected

sequentially with co-articulation.

durations as shown in Figure 2. ART based shape descrip-
tor is used to represent the shape of the video object in the
key frames. The state transition occurs only when the shape
similarity of key VOPs (KVOP) and duration criteria are
met. A thresholdTs is pre-defined to allow a certain degree
of spatial variance in each state and a counterCdur is used
to judge the key frame duration criterion of FSM.

During training, the input data sequence is segmented
into state sequence (i.e., finite number of key frames). This
gives the representation of the particular gesture in a sum-
marized format. Thus, an FSM for gesture summarization
is constructed. The state representation algorithm is given
below.

Algorithm : Training of FSM for Gesture Recognition

1. begininitialize Cmax, Cmin, Ts, nmax

2. m ← 0

3. do m ← m + 1

4. read the training data sequencedm

5. generate VOPs (V OP1, V OP2....V OPnmax )

6. assignV OP1 as key VOP

7. n ← 1

8. do n ← n + 1

9. if shape ofV OPn−1 andV OPn are not similar

10. assignV OPn as key VOP

11. count and storeCdurn for KV OPn

12. until n = nmax

13. until Cmin ≤ Cdur ≤ Cmax for each KVOP

14. and shape convergence criterion met for each KVOP

15. return KVOP, Cdur

16. end

The counter valueCmax andCmin assign the allowable
ranges of duration for each KVOP. The values ofCmax ,
Cmin andTs for a particular gesture are obtained by run-
ning the algorithm for several times.

2.6. Recognition and co-articulation estimation

As mentioned earlier, when different gestures are occur-
ring sequentially co-articulation problem arises as shown in
Figure 2(c). For recognition purpose the incoming gesture
states are matched with the states of finite state machine.
Recognition is nothing but a string matching between a data
sequence and the state sequence of an FSM. For each new
data sequence, the gesture recognizer decides whether to
stay at the current state or to jump to the next state based
on the shape similarity and duration criteria. If all the states
of the FSM are passed successfully then a gesture is recog-
nized. Else, co-articulation is detected.

3. Experimental Results

3.1. Test video sequences and extracted key frames

In our experiment, we have used ten different gesture se-
quences (labelled 0-9) taken from Sebastien Marcel’s ges-
ture database and Thomas Moeslund’s gesture recognition
database. The results for KVOP selection for four se-
quences, viz.,“Rotate” sequence, “No” sequence, “Clic” se-
quence and “Stop Grasp OK” sequence, are shown in Fig-
ures 3-6. First row of each figure shows the original video
sequences, second and third rows show the difference edge
DEn and moving edgeMEn respectively, fourth and fifth
rows show horizontal and vertical candidates of a particular
VOP respectively. The combination of vertical and horizon-
tal can be found by logical AND operation which is shown
in the sixth row. After morphological filtering we get the
binary alpha plane corresponding to each VOP, which is
shown in the seventh row in each of the figures. The last
row of each figure shows the key binary alpha planes, which
are sufficient to represent a particular gesture. Thus, the last
row of each of the figures illustrates the summarization of
long gesture video sequence, where redundant frames of the
video sequences are discarded.

The classification results corresponding to different ges-
ture sequence is shown in Table 1. It is seen that gesture
recognition and classification accuracy rate of our proposed
method is somewhat comparable with the other methods
of gesture recognition, specifically HMM methods for ges-
ture recognition, both the approaches give recognition rate
in the range 80-95% [9], [11]. However, in our proposed
approach, unlike HMM, a gesture model is available imme-
diately. The statistical nature of an HMM precludes a rapid
training phase. To train a HMM, well-aligned data segments
are required, whereas in the FSM representation the training



Table 1. Experimental Results: Gesture Recognition Rate

No. of training samples per class : 50
No. of test samples per class : 25

Actual class No. of test pattern assigned to predefined class
label 0 1 2 3 4 5 6 7 8 9 Reject Acc rate Err rate Rej rate

0 23 0 1 0 1 0 0 0 0 0 0 92.0 8.0 0.0
1 1 20 0 1 0 2 0 0 0 1 0 80.0 20.0 0.0
2 0 1 19 0 1 0 1 0 0 0 3 76.0 12.0 12.0
3 0 0 1 22 0 1 0 0 0 0 1 88.0 8.0 4.0
4 0 0 0 0 23 0 0 0 0 0 2 92.0 0.0 8.0
5 0 0 0 0 1 24 0 0 0 0 0 96.0 4.0 0.0
6 1 1 1 0 0 0 20 1 1 0 0 80.0 20.0 0.0
7 1 2 0 0 0 0 0 20 1 0 1 80.0 16.0 4.0
8 0 0 0 2 0 0 0 0 21 1 1 84.0 12.0 4.0
9 2 0 1 0 0 0 1 0 0 20 1 80.0 16.0 4.0

Average 84.8 11.6 3.6

data is segmented and aligned simultaneously to produce a
gesture model.

4. Conclusions

From the test results it is seen that by using key frames,
a particular gesture can be uniquely determined and can
be represented in terms of a finite state machine with key
frames and corresponding frame duration as states. One
notable advantage of finite state representation of gesture
is that it handles different gestures consisting of different
number of states. The key frame based gesture represen-
tation is nothing but the summarization of the gesture with
finite number of unique states. The advantage of key frame
based state representation is that only the shape similar-
ity measurement for key frames are required instead of all
frames of the video sequence. Moreover key frame based
gesture classification can solve the co-articulation problem
to a greater extent. The key frame based gesture representa-
tion is equally useful for both gesture recognition and cod-
ing of video frames in compressed domain.
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Figure 3. Test results for “Rotate" sequence Figure 4. Test results for “No" sequence

Figure 5. Test results for “Clic" sequence Figure 6. Test results for “Stop Grasp OK" sequence
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