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Abstract

A segmentation algorithm, which can detect different re-
gions of a handwritten document such as text lines, tables
and sketches will be extremely useful in a variety of applica-
tions such as retrieval, translation and genre classification.
However, this task is extremely challenging for handwrit-
ten documents, which vary considerably in their structure
and content. In this paper, we describe a robust segmen-
tation method to detect the regions in unstructured on-line
handwritten documents. We utilize the temporal informa-
tion in on-line documents along with their spatial layout to
improve the segmentation results. The properties of hand-
written strokes are computed using a spline-based represen-
tation. We compute the most likely segmentation of the
handwritten page using a Stochastic Context Free Grammar
(SCFG) based parser. The regions of interest considered in
this work include paragraphs, text lines, words, and non-text
regions. Experimental results on15 documents containing
80 regions yield90% accuracy of segmentation.

1. Introduction

With advances in hardware technology, a variety of devices
have now become popular that allow the on-line capture
of a user’s handwriting (e.g., Tablet PC, IBM ThinkPad
TransNote, Ink Link, Anoto Pen [10]). These devices let
users take notes on their computers using an interface (pen),
which is both familiar to them and is less distracting than a
keyboard. However, the notes generated using such an inter-
face are often highly unstructured in their layout. The prob-
lem of segmenting such a handwritten page into its com-
ponent regions is of great interest in a variety of applica-
tions. Understanding the layout of a handwritten page leads
to more reliable text recognition, and helps in preserving
the spatial relationship of different regions in a page (such
as a figure and its caption). In addition, the layout of a page
can be used as part of a query in retrieval applications (e.g.,
to retrieve pages with a sketch on the bottom right). The
process of segmentation of text regions into words and lines
can help in the identification of structures like unruled ta-
bles and lists, which allows a recognizer to format its out-

put, consistent with the input page.
Reliable identification of semantically meaningful re-

gions in an unstructured handwritten page is an extremely
challenging problem. The difficulty in segmentation mainly
arises from two different sources: 1) The inherent ambigu-
ity in region boundaries in handwritten notes and 2) The
temporal interleaving of strokes in multiple regions during
the handwriting process. A robust system to segment un-
constrained handwritten notes has to take these character-
istics into consideration, while defining and detecting seg-
ment boundaries.

Most of the research in document analysis has focused
on off-line (scanned) documents. Examples of this work
include page decomposition [5], locating embedded text in
color images [13], skew detection [12] and table identifica-
tion [3, 11] . The work in on-line document analysis till date
includes segmentation of text lines [9, 2, 8] and rule-based
methods in on-line document segmentation [4]. Artieres [1]
describes a segmentation algorithm that is similar to our ap-
proach, which deals with only text lines. In this paper, we
present a principled approach to deal with the problem of
segmentation of on-line handwritten documents.

1.1. On-line Data

There are a few important properties of on-line documents
that enable us to process them in a fundamentally different
way than off-line documents. The most important charac-
teristic of on-line documents is that they capture the tempo-
ral sequence of strokes1 while writing the document. This
allows us to analyze the individual strokes and use the ad-
ditional temporal information for both document segmen-
tation as well as text detection. However, the temporal in-
formation across strokes could also be misleading for seg-
mentation in cases, where the user switches between regions
during writing. Figure 1 shows an example of an on-line
handwritten page. In addition to the spatial information
represented in the figure, the document contains temporal
information within strokes and the stroke order (see Fig-
ure 2). The temporal data is used in defining the segment

1A stroke is defined as the locus of the tip of the pen from pen-down to
the next pen-up position.



Figure 1: An on-line handwritten document. In addition to
the spatial information, the on-line document contains the
temporal information of strokes and the stroke order.
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Figure 2: The wordthe (a) without and (b) with temporal
information.

boundaries along with the spatial layout of the strokes in
section 4. The data generated by an on-line data captur-
ing device is a sequence of points,(xk, yk), which is ob-
tained by sampling the strokes at regular intervals of time.
A stroke,ξ, is hence defined as:

ξ(k) = < (xk, yk) >; k = 0, 1, · · · ,m and

xk, yk ∈ [0,maxxy], (1)

wheremaxxy is the maximum value thatxk or yk can take
andm is the number of points in strokei. We define a stroke
model (section 3), which estimates the most likely trace of
the pen-tip, given the noisy data from the sensor.

2. Document Segmentation

The process of document segmentation in on-line docu-
ments can be defined as partitioning a set ofn strokes (rep-
resenting a page) intok subsets,{R1, R2, · · · , Rk}, where
Ri represents a region and|R1|+ |R2|+ · · ·+ |Rk| = n. In
this paper, we develop a Stochastic Context Free Grammar
(SCFG) based solution, which computes an optimal parti-
tion of the strokes, given a criterion function. The method
assumes that the strokes of a region are contiguous in time
and spatially compact. We will define the compactness
more precisely in section 4, which forms part of the crite-
rion function. The assumption of temporal contiguity leads
to over-segmentation. A post-processing stage is used to
combine such fragments into a single region. An overview
of the segmentation algorithm is given in figure 3.
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Figure 3: Steps in the proposed segmentation algorithm.

The first step is to represent the individual strokes using a
stroke model, which helps in removal of noise in the data as
well as computation of stroke properties. These properties
are then used to classify the individual strokes as text or
non-text. The classification retains the uncertainty in the
decision process, which is used by the subsequent stages in
defining word and region boundaries. Each of the above
steps are described in detail in the following sections.

3. Stroke Modelling and Classification

The issue of representation of the strokes for the compu-
tation of its properties is often overlooked and leads to er-
rors in later stages of segmentation. In this section, we de-
scribe a stroke model, which makes very few assumptions
about the strokes, while helping in removal of noise from
the sensed data. In order to decide on a model for repre-
senting stroke, we make use of the properties of the hand-
writing process. We consider each stroke as two indepen-
dent sequences,ξx(t) andξy(t) of x andy positions, both
functions of time. Since the force applied on the pen by
the fingers is finite, the curvature of the above functions is
bounded. In other words, the functionsξx(t) andξy(t) are
‘smooth’. In addition, we assume that the noise in the data



has a zero-mean normal distribution (white noise).
Based on these assumptions, we select the cubic spline

model to represent the strokes. Splines impose the smooth-
ness constraint, which minimizes the integral of the squared
second derivative along the curve, i.e.,∫ b

a

S′′(t)2dt ≤
∫ b

a

G′′(t)2dt,

whereS(t) is the spline function,G(t) is the set of all func-
tions that have continuous second derivatives, anda andb
are the end points of the curve. We use the B-spline repre-
sentation to model handwritten strokes.

In order to model handwritten data using B-splines, we
need to determine the following parameters: (i) order of
the basis functions (ii) number and position of the control
points, and (iii) position of the knot vectors.

The choice of the order of the basis functions is the result
of continuity constraints placed on the derivatives. The low-
est order basis which satisfies the smoothness constraint is
3, which forms the cubic B-spline basis. The control points
in our application are given directly by the handwriting dig-
itizer, which provides a sequence ofx andy positions of the
pen tip. The choice of knot vectors will define the nature of
the resulting spline. We select an open uniform knot vector
sequence, where the distance between two knot vectors is
kept constant. This ensures that all parts of the stroke are
given equal importance (in the absence of evidence to the
contrary).

The only parameter that needs to be selected is the inter-
knot distance, which will decide the smoothness of the
curve. Note that all parameters till now are selected based
on the properties of handwritten strokes and are not depen-
dent on any specific type of writing or digitizing device.
However, the inter-knot distance needs to be selected based
on the sampling rate of the pen tip by the digitizer. In our
experiments with the Tablet PC, with a sampling rate of
128 samples per second, selecting every third sample as a
knot vector seems to give good approximation. Figure 4
shows four examples of spline approximations to handwrit-
ten strokes. The average error of the approximation function
(spline curve) in a typical document was about1.6% of the
stroke size (height).

3.1. Computing Stroke properties

Once the strokes are approximated using a spline, we can
reliably compute different properties of the stroke. The sec-
ond step in our algorithm (see figure 3) classifies the strokes
into two categories,textandnon-text. The classification re-
quires two properties to be computed from each stroke; the
stroke length and the stroke curvature [4]. The stroke length
is the total length of the stroke and the stroke curvature is the
sum of the absolute differences from linearity of the points
along the stroke.
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Figure 4: Spline approximation of four different strokes.

Let the stroke be defined asS(t) = (Sx(t), Sy(t)). The
length of the stroke between two points,ti andtj is the arc-
length integral of the stroke, given by:

L(ti, tj) =
∫ tj

ti

((S
′

x(t))2 + (S
′

y(t))2)1/2 dt.

However, there is no closed form solution for the above inte-
gral. A numerical solution is often adopted to compute this
integral. In the case of handwriting, we can approximate
the curve between any two sample points using a straight
line due to the inverse relationship between writing speed
and curvature. With this assumption, we can convert the
integral into the following sum:

n∑
i=1

L1(ti, ti+1),

whereL1 is the Euclidean distance between pointsti and
ti+1.

The curvature of the stroke can be computed from the
tangent direction,Θ(ti), at each point. The total curvature
is given by the limiting sum:

C(ti, tj) = lim
δt→0

(tj−ti)/δt∑
k=0

|Θti+(k+1)dt − Θti+k.dt|,

whereΘ(t) is given by:

Θ(t) = arctan(S′y(t)/S′x(t)).

However we can approximate (exactly under certain condi-
tions) the limit by the sum:



C(ti, tj) =
j−1∑
k=i

|Θtk+1 − Θtk
|.

The derivative of a spline function of ordern is another
spline of ordern − 1. The derivative ofS(t) is given by:

d

dt
S(t) = S′(t) =

n−1∑
i=0

Ni,p−1(t)Ki,

whereNi,p(t) is the spline basis function, andKi is given
by:

Ki =
p

ui+p+1 − ui+1
(Pi+1 − Pi).

Once the length and curvature of the strokes are com-
puted, we construct a stroke classifier, which returns the
estimated class of each stroke, with a confidence measure.
Figure 5 shows a set of text and non-text strokes in the two-
dimensional feature space.
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Figure 5: Strokes of text and non-text class in the two-
dimensional feature space.

4. Word and Region Segmentation

Once the strokes are classified into text and non-text strokes,
we group adjacent text strokes into words. The word de-
tection module is used to identify tokens, which form the
terminals of the SCFG, which is used to describe the page
layout. One could define the grammar rules to generate the
strokes directly. However, such an approach will increase
the complexity of the grammar and will adversely affect the
parsing performance.

The word detection module itself is a deterministic fi-
nite state automaton (FSA), which is augmented to output
a confidence value to each word detected. Figure 6 shows
the structure of the FSA. The nodeS2 denotes the end state,
where a word is detected. Along with the word detection,
we compute a confidence value for the assigned label. This

is computed as the posterior probability of the label, given
a word model. The probability of observing a text stroke is
the product of the probability of the stroke being text and
the probability of orientation of the stroke center.

S1 S2

Text

space

Text

Non−text/space

Figure 6: Finite state automaton for detecting words in the
document.

P (word/strokes) =
k∏

i=1

P (text/strokei)∗P (positioni),

whereP (position) is a normal distribution on the inter-
stroke distance with zero mean and variance set based on
the resolution of the tablet. A similar value is computed for
the non-text stroke. Once the conditional class probabilities
are estimated, the confidence value for the label is computed
using the Bayes rule:

P (text/word) =
p(word/text)P (text)

p(word/text) + p(word/nontext)
.

We assume equal priors (P (text) = P (nontext)) for
the labels. However, one could modify this based on the
neighboring regions and their spatial relationships. Figure 7
shows example of word detection for the on-line document
in figure 1 using our algorithm.

4.1. Region Segmentation

The segmentation of regions is inherently an ambiguous
problem. Even human experts could differ in their judge-
ment about region boundaries in an unstructured handwrit-
ten note. Hence we need to define a criterion that sepa-
rates distinct regions. The criterion which we use to de-
fine a region is its spatial and temporal compactness. In
other words, a region is a set of strokes that are spatially
and temporally close. We define the penalty of clustering
a set of strokes into a single region based on the difference
between the area of its bounding box and that of the indi-
vidual strokes. However, the compactness criterion by itself
tend to fragment regions to reduce the total area. Hence we
introduce a penalty term for splitting the regions; the proba-
bility associated with a particular partition is inversely pro-
portional to both the number of regions and the sum of the



Figure 7: Results of word detection. Alternate words are
shown using different gray values.

areas enclosed by the bounding boxes of the individual re-
gions. Hence the criterion or cost function that we want to
minimize, C(S), for the segmentationS = {s1, s2, · · · , sn},
is:

C(S) =
nk . area(S)

n∑
i=1

area(si)

.
n∏

i=1

C(si),

wheresi denotes theith region. The cost of the terminal
symbols are set to1. The parameterk is a constant, which
controls the penalty for a division inton regions, and its
value is set experimentally.

The goal of our on-line document segmentation system is
to come up with a partition of the strokes that globally mini-
mizes the cost function. We define a stochastic context-free
grammar (SCFG), which helps in parsing the document into
a hierarchical segmentation of regions. Since the interme-
diate nodes in this tree refer to regions of text or sketches,
the nodes should carry additional information about the na-
ture and content of the region. Such a grammar, which in-
corporates attributes of nodes in addition to their labels is
referred to as anattributed grammar. In our system, the
attributes include the bounding box of the region and the
confidence associated with region classification. Figure 8
shows the grammar used here for region segmentation. In
addition to the grammar rules, each production is associ-
ated with a probability. The probabilities for all produc-
tions, except that of the text line, are computed based on the
cost function,C(S) described above. The probability for
text lines also incorporates the direction between adjacent
words. Note that some of the rules are not listed here to
improve readability.

The parsing is done using the CYK algorithm [6], which

page ::= regions [numberOfRegions]
region ::= paragraph| nonTextRegion

[boundingBox]
paragraph ::= textLines [separation]
textLine ::= words [direction]
nonTextRegion ::= words| nonTextStrokes

[boundingBox]

Figure 8: Grammar rules used for segmentation. The at-
tributes are shown in square brackets.

is a dynamic programming method to compute the most
probable parse of an observation sequence, given a gram-
mar. The result of parsing the page shown in figure 7 is
given in figure 9.

Figure 9: Result of parsing the document in figure 7.

The parsing might lead to over-segmentation in some
cases, where dividing a region could reduce the area of its
bounding box. Figure 10(a) shows an example of a doc-
ument, which is over-segmented by the parsing algorithm.
This could also arise from temporal discontinuities in a re-
gion. To overcome these difficulties, we introduce a post
processing stage, which combines spatially overlapping re-
gions. We also combine spatially and temporally adjacent
non-text regions, based on a threshold on spatial adjacency
(set to120 units for the resolution of Tablet PC). The result
of post processing of the document in figure 10(a) is given
in figure 10(b). Note that the fragmented flowchart is com-
bined into a single region. However, the sketch at the top
left corner is also included in the region, which could be
labelled as an error.

Our algorithm was tested on a set of15 documents con-
taining80 regions. To compute the accuracy of segmenta-
tion, we define the number of errors in the segmentation as
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Figure 10: Post Processing: (a) segmentation and (b) post-
processing results.

the number of merges or splits required to convert the result
into the ground truth. There were a total of8 errors (out of
80) in the test set.

5. Conclusions and Future Work

We have proposed a framework for robust segmentation of
unstructured handwritten documents. The stroke properties
are computed using a spline model, which approximates the
observed data. A stochastic context free grammar-based so-
lution is proposed for region segmentation. The results are
promising and the errors, when they occur, are easy to cor-
rect for users. A quantitative comparison of the results to
those reported in the literature is not feasible due to the lack
of standardization in the test databases and error reporting.
However, the proposed approach is capable of segmenting
a variety of writing styles and has the potential of learning
from observed data, unlike rule-based methods.

As part of the future work, we will try to improve the
parsing results by learning the parameters of the grammar
from a set of labelled training samples. Another approach
that might improve the result would be to define the gram-
mar to have the strokes directly as terminals. This ap-
proach will avoid the word detection module, which is de-
signed based on domain knowledge rather than observed
data. Once such a system is set up, one could also include
further properties of the stroke to enhance the ability of the
parser to define the nature of regions. We also plan to con-
duct experiments on a larger database of documents to es-
tablish the effectiveness of our approach.
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