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Abstract. Ants, bees and other social insects deposit pheromone (a
type of chemical) in order to communicate between the members of their
community. Pheromone that causes clumping or clustering behavior in a
species and brings individuals into a closer proximity is called aggrega-
tion pheromone. This paper presents a novel method for image segmen-
tation considering the aggregation behavior of ants. Image segmentation
is viewed as a clustering problem which aims to partition a given set
of pixels into a number of homogenous clusters/segments. At each loca-
tion of data point representing a pixel an ant is placed; and the ants are
allowed to move in the search space to find out the points with higher
pheromone density. The movement of an ant is governed by the amount
of pheromone deposited at different points of the search space. More
the deposited pheromone, more is the aggregation of ants. This leads to
the formation of homogenous groups of data. The proposed algorithm
is evaluated on a number of images using different cluster validity mea-
sures. Results are compared with those obtained using average linkage
and k-means clustering algorithms and are found to be better.

1 Introduction

Image segmentation plays a vital role in image processing and computer vi-
sion problems. Number of image segmentation techniques exist in the litera-
ture, which can be grouped into several categories such as edge based, region
based, histogram thresholding and clustering [1] based. Several image segmenta-
tion techniques exist [2,3,4] where clustering is used to group the points in the
characteristics feature space into segments. Features that are commonly used
for image segmentation by clustering not only include the gray values, but also
include textural features defined on local neighborhood [5].

Numerous abilities of ants have inspired researches for designing various clus-
tering techniques [6,7]. Several species of ants cluster their corpses into “cemeter-
ies” in an effort to clean up their nests. Experimental works illustrate that ants
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group corpses, which are initially randomly distributed in space, into clusters
within a few hours. It seems that some feedback mechanism (using local density
or similarity of data items) determines the probability that an ant will pick up or
drop a corpse. Such behavior is used as a model to design several algorithms for
clustering data [6,7,8,9,10,11]. Besides nest cleaning, many functions of aggrega-
tion behavior have been observed in ants and ant like agents [12,13,14]. These
include foraging-site marking and mating, finding shelter and defense. Tsutsui
et al. [15,16] used aggregation pheromone systems for continuous function opti-
mization where aggregation pheromone density is defined by a density function
in the search space.

Inspired by the aforementioned aggregation behavior found in ants and ant
like agents a clustering algorithm was proposed in [17]. In this paper the aggre-
gation behavior of ants is used to perform image segmentation, viewing image
segmentation as a clustering problem. The aim is to partition the image into
clusters/segments such that pixels within a cluster are homogeneous, whereas
pixels of different clusters are heterogeneous.

2 Aggregation Pheromone Based Image Segmentation

As mentioned in the introduction, aggregation pheromone brings individuals into
closer proximity. This group formation nature of aggregation pheromone is being
used as the basic idea of the proposed algorithm. Here each ant represents one
data. The ants move with an aim to create homogenous groups of data. The
amount of movement of an ant towards a point is governed by the intensity of
aggregation pheromone deposited by all other ants at that point. This gradual
movement of ants in due course of time will result in formation of groups or clus-
ters. The proposed technique has two parts. In the first part, clusters are formed
based on ants’ property of depositing aggregation pheromone. The number of
clusters thus formed might be more than the desired number. So, to obtain the
desired number of clusters, in the second part, agglomerative average linkage
clustering algorithm is applied on these already formed clusters.

2.1 Formation of Clusters

While performing image segmentation for a given image we group similar pix-
els together to form a set of coherent image regions. Similarity of the pixels
can be measured based on intensity, color, texture and consistency of location
of different pixels. Individual features or combination of them can be used to
represent an image pixel. For each image pixel we associate a feature vector x.
Clustering is than performed on these set of feature vectors so as to group them.
Finally, clustering result is mapped back to the original spatial domain to have
segmented image.

Consider a data set of n patterns (x1,x2,x3, ...,xn) and a population of n-
ants (A1, A2, A3, ..., An) where an ant Ai represents the data pattern xi. Each
individual ant emits aggregation pheromone in its neighborhood. The intensity
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of aggregation pheromone emitted by an individual A, at x decreases with its
distance from it. Thus the pheromone intensity at a point closer to x is more than
those at other points that are farther from it. To achieve this, the pheromone
intensity emitted by A is chosen to be a Gaussian function. The pheromone
intensity deposited at x′ by an ant A (located at x) is given by

�τ ′(A,x′) = exp− d(x, x′)2
2δ2 . (1)

The total aggregation pheromone density deposited by the entire population of
n ants at x′ is then given by

�τ(x′) =
n∑

i=1

exp− d(xi, x′)2
2δ2 , (2)

where, δ denotes the spread of Gaussian function.
Now, an ant A′ which is initially at location x′ moves to the new location

x′′ (computed using Eq. 3) if the total aggregation pheromone density at x′′ is
greater than that of x′. The movement of an ant is governed by the amount of
pheromone deposited at different points in the search space. It is defined as

x′′ = x′ + η.
Next(A′)

n
, (3)

where,

Next(A′) =
n∑

i=1

(xi − x′). exp− d(xi, x′)2
2δ2 , (4)

with, η as a step size. This process of finding a new location continues until an
ant meets a location where the total aggregation pheromone density is more than
its neighboring points. Once the ant Ai finds out such a point x′

i with greater
pheromone density, then that point is assumed to be a new potential cluster
center, say Zj (j = 1, 2, ..., C, C being number of clusters); and the data point
with which the ant was associated earlier (i.e., xi) is now assigned to the cluster
so formed with center Zj. Also the data points that are within a distance δ/2
from Zj are assigned to the newly formed cluster. On the other hand, if the dis-
tance between x′

i and the existing cluster center Zj is less than δ/2 and the ratio
of their densities is greater than threshold density (a predefined parameter),
then the data point xi is allocated to the already existing cluster centering at
Zj. Higher value of density ratio shows that the two points are of nearly similar
density and hence should belong to the same cluster. The proposed algorithm
for formation of clusters (APC) is given below using pseudo codes.

begin
Initialize σ, threshold density, η
C = 0
for i = 1 to n do
if the data pattern xi is not already assigned to any cluster
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Compute �τ(xi) using Eq. 2
label 1: Compute new location x′

i using Eq. 3
Compute �τ(x′

i)
if (�τ(x′

i) > �τ(xi))
Update the location of ant Ai to x′

i and goto label 1
else continue
if (C == 0) //If no cluster exists
Consider x′

i as cluster center Z1 and increase C by one
else
for j = 1 to C
if (min(�τ(x′

i),�τ(Zj))/ max(�τ(x′
i),�τ(Zj)) > threshold density and

d(x′
i, Zj) < δ/2)

Assign x′
i to Zj

else
Assign x′

i as a new cluster center say, ZC+1 and increase C by one
Assign all the data points that are at a distance of δ/2 from x′

i to
the newly formed cluster ZC+1

end of else
end of for
end of else
end of if (if the data pattern xi ...)
end of for
end

2.2 Merging of Clusters

Number of clusters formed by the above algorithm may be more than the desired
number. In this stage, to obtain the desired number of clusters we apply average
linkage [18] algorithm. The algorithm starts by merging the two most similar
clusters until the desired number of clusters are obtained.

3 Objective Evaluation of Clustering Results

The clustering results obtained by the above described method are quantified
using following cluster validity measures.

• Davies Bouldin Index: This index is a function of the ratio of the sum of
within-cluster scatter to between-cluster separation [18]. The average scatter of
order q within the ith cluster (Si, q) and the distance between ith and jth clusters
(dij, q) are computed as

Si, q =

(
1

|Ci|
∑

xεCi

||x − Zi||q
) 1

q

, (5)
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dij, q = ||Zi − Zj||q. (6)

where x is the data point belonging to cluster Ci, Zi is the centroid of cluster Ci,
q ≥ 1 and dij, q is the Minkowski distance of order q. Subsequently, we compute
the index for the ith cluster as

Ri, q = max
j, i�=j

{
Si, q + Sj, q

dij, q

}
. (7)

The Davies-Bouldin (DB) index for C clusters is defined as

DB =
1
C

C∑

i=1

Ri, q. (8)

The smaller the DB value, better is the clustering.

• S Dbw : S Dbw index with C number of clusters is based on the clusters’
compactness in terms of intra-cluster variance and inter-cluster density [19]. It
is defined as

S Dbw(C) = Scat(C) + Den(C), (9)

where Scat(C) represents the intra-cluster variance and is defined as

Scat(C) =
1
C

C∑

i=1

||σ(Zi)||/σ(s); (10)

the term σ(s) is the variance of the data set and σ(Zi) is the variance of cluster
Ci. Inter-cluster density, Den(C), is defined as

Den(C) =
1

C − 1

C∑

i=1

⎛

⎝
C∑

i=1,i�=j

den(uij)
max{den(Zi), den(Zj)}

⎞

⎠ (11)

where Zi and Zj are centers of clusters Ci and Cj , respectively and uij is the
mid point of the line segment joining Zi and Zj. The term den(u) is defined as

den(u) =
nij∑

i=1

f(x,u), (12)

where nij is the total number of data points belong to clusters Ci and Cj ; the
function f(x,u) is defined as

f(x,u) =
{

0, if d(x,u) > stdev;
1, otherwise. (13)

where stdev is the average standard deviation of C clusters and is defined as

stdev =
1
C

√√√√
C∑

i=1

||σ(Zi)|| (14)

and d(x,u) is the Euclidean distance between x and u.
Lower the value of S Dbw, better is the clustering.
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Table 1. Comparison of results of the proposed aggregation pheromone based algo-
rithm (APC) with average linkage and k-means

Data APC Average linkage k-means
set DB S Dbw Time DB S Dbw Time DB S Dbw Time

Tank 0.3026 0.1576 439.2 0.3887 0.2389 435.4 0.6337 1.0216 470.4
(0.032) (0.024) (4.87) (4.9E-09) (0) (11.80) (0.002) (0.056) (5.14)

Lena 0.5330 0.5508 506.3 0.4814 0.5560 602.6 0.5556 0.6411 528
(0.018) (0.029) (8.13) (7.0E-09) (1.4E-08) (8.26) (0.002) (0.034) (9.84)

Brain 0.4307 0.1567 43.7 0.4797 0.1798 134 0.5089 0.2122 53.2
(0.078) (0.044) (9.91) (0) (0) (7.74) (0.005) (0.003) (8.01)

(a) (b)

(c) (d)

Fig. 1. a) original image, b) APC segmentation result, c) Average link result and
d) k-means result with k=2



124 S. Ghosh, M. Kothari, and A. Ghosh

4 Experimental Results

4.1 Results

To evaluate the effectiveness of the proposed algorithm, we have considered only
gray value of pixels as a feature. Experiments were carried out on three images
(Tank, Lena and Brain). Values of η and threshold density were kept to 1 and
0.9, respectively; and different values of δ in the range [0, 1] were considered.
Results obtained are validated using two different cluster validity indices as
described in Section 3. The results obtained by the proposed APC algorithm
are compared with those of average linkage and k-means clustering algorithms.
Table 1 gives the mean values (over 10 runs) of different performance indices
and their corresponding standard deviations (shown in bracket) for each of the
images obtained by APC, average linkage and k-means algorithms. The CPU

(a) (b)

(c) (d)

Fig. 2. a) original image, b) APC segmentation result, c) Average link result and
d) k-means result with k=3
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(a) (b)

(c) (d)

Fig. 3. a) original image, b) APC segmentation result, c) Average link result and
d) k-means result with k=4

time (in milliseconds) needed for all the algorithms are also given in the table
for comparison. Results in bold face indicate the best ones.

Fig. 1 shows the segmentation result obtained on the Tank image by all the
three algorithms. As may be seen, average linkage algorithm fails completely to
segregate the tank (Fig. 1c); k-means algorithm segmented out the tank but the
amount of false classification was very high; but the proposed APC algorithm
successfully segmented out the tank with very less false classification (Fig. 1b). In
terms of validity measures also the performance of the proposed APC algorithm
is found to be better (Table 1) than those of other two.

Original Lena image is shown in Fig. 2a and the segmentation results ob-
tained for the Lena image by APC, average linkage and k-means are shown in
Figs. 2b-2d. From the results one can see that the background is not clearly sepa-
rated out in case of average linkage, whereas with the APC and k-means it is well
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done. The shade on the face of Lena is well segmented with the proposed APC
algorithm which is not obtained with that of k-means. Also, the top left part
of the background is well segmented by the APC algorithm in comparison with
the other two. When validity measures are taken into consideration it is found
that with DB index average linkage algorithm performs well on Lena image but
with S Dbw index APC performs better.

Another image that is considered for our experiments is Brain image. The seg-
mentation results obtained by all the three algorithms for this image are shown
in Figs. 3b-3d. Original Brain image is shown in Fig. 3a. From the results one can
see that the fine structures in the Brain image are very well segmented by the
proposed APC algorithm; average linkage fails to identify these fine structures
and k-means identifies these fine structures but with higher misclassification. In
terms of validity measures also APC outperforms the other two.

As evident from the table, the time requirement of the proposed algorithm is
mostly less compared to the other two algorithms.

5 Conclusions

In this paper we have proposed a new algorithm for image segmentation based on
aggregation pheromone density, which is inspired by the ants’ property to accu-
mulate around points with higher pheromone density. Experiments were carried
out with three different images to evaluate the performance of the proposed al-
gorithm both qualitatively as well as quantitatively. In this paper segmentation
is viewed as a clustering problem and hence for comparative evaluation we have
used cluster validity measures; and comparative study is made with two cluster-
ing algorithms namely, average linkage and k-means algorithms. Future study
should involve more number of features and object extraction from noisy images.
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