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Abstract. This paper proposes a novel, simple and efficient method for face seg-
mentation which works by coupling face detection and segmentation in a sin-
gle framework. We use the OBJCUT [1] formulation that allows for a smooth
combination of object detection and Markov Random Field for segmentation, to
produce a real-time face segmentation. It should be noted that our algorithm is
extremely efficient and runs in real time.

1 Introduction

Object detection and segmentation are important problems of computer vision and have
numerous commercial applications such as pedestrian detection, surveillance and ges-
ture recognition. Image segmentation has been an extremely active area of research in
recent years [2,3,4,5,1,6]. In particular segmentation of the face is of great interest due
to such applications as Windows Messenger c© [7,8].

Until recently the only reliable method for performing segmentation in real time was
blue screening. This method imposes strict restrictions on the input data and can only
be used for certain specific applications. Recently Kolmogorov et al. [9] proposed a
robust method for extracting foreground and background layers of a scene from a stereo
image pair. Their system ran in real time and used two carefully calibrated cameras
for performing segmentation. These cameras were used to obtain disparity information
about the scene which was later used in segmenting the scene into foreground and
background layers. Although they obtained excellent segmentation results, the need
for two calibrated cameras was a drawback of their system.

Shape priors for Segmentation: An orthogonal approach for solving the segmentation
problem robustly has been the use of prior knowledge about the object to be segmented.
In recent years a number of papers have successfully tried to couple MRFs used for
modelling the image segmentation problem with information about the nature and shape
of the object to be segmented [3,4,1,10]. The primary challenge in these systems is that
of ascertaining what would be a good choice for a prior on the shape. This is because
the shape (and pose) of objects in the real world vary with time. To obtain a good shape
prior then, there is a need to localize the object in the image and also infer its pose, both
of which are extremely difficult problems in themselves.

Kumar et al. [1] proposed a solution to these problems by matching a set of exem-
plars for different parts of the object on to the image. Using these matches they gener-
ate a shape model for the object. They model the segmentation problem by combining
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Fig. 1. Real Time Face Segmentation using a face detections. The first image on the first row
shows the original image. The second image shows the face detection results. The image on the
second row shows the segmentation obtained by using shape priors generated using the detection
and localization results.

MRFs with layered pictorial structures (LPS) which provide them with a realistic shape
prior described by a set of latent shape parameters. A lot of effort has to be spent to learn
the exemplars for different parts of the LPS model.

In their work on simultaneous segmentation and 3D pose estimation of humans, Bray
et al. [3] proposed the use of a simple 3D stick-man model as a shape prior. Instead of
matching exemplars for individual parts of the object, their method followed an iterative
algorithm for pose inference and segmentation whose aim was to find the pose corre-
sponding to the human segmentation having the maximum probability (or least energy).
Their iterative algorithm was made efficient using the dynamic graph cut algorithm [5].
Their work had the important message that rough shape priors were sufficient to ob-
tain accurate segmentation results. This is an important observation which will be
exploited in our work to obtain an accurate segmentation of the face.

Coupling Face Detection and Segmentation: In the methods described above the com-
putational problem is that of localizing the object in the image and inferring its pose.
Once a rough estimate of the object pose is obtained, the segmentation can be computed
extremely efficiently using graph cuts [2,5,11,12,13]. In this paper we show how an off
the shelf face-detector such as the one described in [14] can be coupled with graph cut
based segmentation to give accurate segmentation and improved face detection results
in real time.
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The key idea of this paper is that face localization estimates in an image (obtained
from any generic face detector) can be used to generate a rough shape energy. These
energies can then be incorporated in to a discriminative MRF framework to obtain
robust and accurate face segmentation results as shown in Figure 1. This method is an
example of the OBJCUT paradigm for an unarticulated object. We define an uncertainty
measure corresponding to each face detection which is based on the energy associated
with the face segmentation. It is shown how this uncertainty measure might be used to
filter out false face detections thus improving the face detection accuracy.

Organization of the Paper: This paper proposes a method for face segmentation which
works by coupling the problems of face detection and segmentation in a single frame-
work. Our method is extremely efficient and runs in real time1. The key novelties of the
paper include:

– A framework for coupling face detection and segmentation problems together.
– A method for generating rough shape energies from face detection results.
– An uncertainty measure for face segmentation results which can be used to identify

and prune false detections.

A summary of the paper follows. In the next section, we briefly discuss the methods
for robust face detection and image segmentation. In section 3, we describe how a rough
shape energy can be generated using localization results obtained from any face detec-
tion algorithm. The procedure for integration of this shape energy in the segmentation
framework is given in the same section along with details of the uncertainty measure
associated with each face segmentation. We conclude by listing some ideas for future
work in section 4.

2 Preliminaries

In this section we give a brief description of the methods used for face detection and
image segmentation.

2.1 Face Detection and Localization

Given an image, the aim of a face detection system is to detect the presence of all human
faces in the image and to give rough estimates of the positions of all such detected faces.
In this paper we use the face detection method proposed by Viola and Jones [14]. This
method is extremely efficient and has been shown to give good detection accuracy. A
brief description of the algorithm is given next.

The Viola Jones face detector works on features which are similar to Haar filters.
The computation of these features is done at multiple scales and is made efficient by
using an image representation called the integral image [14]. After these features have
been extracted, the algorithm constructs a set of classifiers using AdaBoost [15]. Once
constructed, successively more complex classifiers are combined in a cascade structure.

1 We have developed a system which uses a single camera and runs in real time.
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This dramatically increases the speed of the detector by focussing attention on promis-
ing regions of the image. The output of the face detector is a set of rectangular windows
in the image where a face has been detected. We will assume that each detection win-
dow Wi is parameterized by a vector θi = {cxi , cyi , wi, hi} where (cxi , c

y
i ) is the centre

of the detection window and wi and hi are its width and height respectively.

2.2 Image Segmentation

Given a vector y = {y1, y2, . . . , yn} where each yi represents the colour of the pixel
i of an image having n pixels, the image segmentation problem is to find the value of
the vector x = {x1, x2, . . . , xn} where each xi represents the label which the pixel i
is assigned. Each xi takes values from the label set L = {l1, l2, . . . , lk}. Here the label
set L consists of only two labels i.e. ‘face’ and ‘not face’. The posterior probability for
x given y can be written as:

Pr(x|y) =
Pr(y|x) Pr(x)

Pr(y)
∝ Pr(y|x) Pr(x). (1)

We define the energy E(x) of a labelling x as:

E(x) = − log Pr(x|y) + constant = φ(x,y) + ψ(x) + constant, (2)

where φ(x,y) = − log Pr(y|x) and ψ(x) = − logPr(x). Given an energy function
E(x), the most probable or maximum a posterior (MAP) segmentation solution x∗ can
be found as:

x∗ = arg min
x
E(x). (3)

It is typical to formulate the segmentation problem in terms of a Discriminative Markov
Random Field [16]. In this framework the likelihood φ(x,y) and prior terms ψ(x) of
the energy function can be decomposed into unary and pairwise potential functions. In
particular this is the contrast dependent MRF [2,5] with energy:

E(x) =
∑

i

(φ(xi,y) + ψ(xi)) +
∑

(i,j)∈N

(φ(xi, xj ,y) + ψ(xi, xj)) + constant, (4)

whereN is the neighbourhood system defining the MRF. Typically a 4 or 8 neighbour-
hood system is used for image segmentation which implies each pixel is connected with
4 or 8 pixels in the graphical model respectively.

Colour and Contrast based Segmentation: The unary likelihood terms φ(xi,y) of the
energy function are computed using the colour distributions for the different segments
in the image [2,1]. For our experiments we built the colour appearance models for the
face/background using the pixels lying inside/outside the detection window obtained
from the face detector. The pairwise likelihood term φ(xi, xj ,y) of the energy function
is called the contrast term and is discontinuity preserving in the sense that it encourages
pixels having dissimilar colours to take different labels (see [2,1] for more details). This
term takes the form:

φ(xi, xj ,y) =
{
γ(i, j) if xi �= xj

0 if xi = xj .
(5)
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Fig. 2. Generating the face shape energy. The figure shows how a localization result from the face
detection stage is used to generate a rough shape energy for the face.

where γ(i, j) = exp
(

−g2(i,j)
2σ2

)
1

dist(i,j) . Here g2(i, j) measures the difference in the

RGB values of pixels i and j and dist(i, j) gives the spatial distance between i and j.
The pairwise prior terms ψ(xi, xj) are defined in terms of a generalized Potts model

as:

ψ(xi, xj) =
{
Kij if xi �= xj ,
0 if xi = xj .

(6)

and encourage neighbouring pixels in the image2 to take the same label thus resulting in
smoothness in the segmentation solution. In most methods, the value of the unary prior
term ψ(xi) is fixed to a constant. This is equivalent to assuming a uniform prior and
does not effect the solution. In the next section we will show how a shape prior derived
from a face detection result can be incorporated in the image segmentation framework.

3 Integrating Face Detection and Segmentation

Having given a brief overview of image segmentation and face detection methods, we
now show how we couple these two methods in a single framework. Following the
OBJCUT paradigm, we start by describing the face energy and then show how it is
incorporated in the MRF framework.

The face shape energy: In their work on segmentation and 3D pose estimation of hu-
mans, Bray et al. [3] show that rough and simple shape energies are adequate to ob-
tain accurate segmentation results. Following their example we use a simple elliptical
model for the shape energy for a human face. The model is parameterized in terms of
four parameters: the ellipse centre coordinates (cx, cy), the semi-minor axis a and the
semi-major b (assuming a < b). The values of these parameters are computed from the
parameters θk = {cxk, cyk, wk, hk} of the detection window k obtained from face detec-
tor as: cx = cxk, cy = cyk, a = wk/α and b = hk/β. The values of α and β used in
our experiments were set to 2.5 and 2.0 respectively, however these can be computed
iteratively in a manner similar to [3]. A detection window and the corresponding shape
prior are shown in figure 2.

2 Pixels i and j are neighbours if (i, j)∈N .
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Face Detection Colour Likelihood Shape Term

Colour + Shape Contrast Term Result

Fig. 3. Different terms of the shape-prior + MRF energy function. The figure shows the different
terms of the energy function for a particular face detection and the corresponding image segmen-
tation obtained.

3.1 Incorporating the Shape Energy

For each face detection k, we create a shape energyΘk as described above. This energy
is integrated in the MRF framework described in section 2.2 using the unary terms
ψ(xi) as:

ψ(xi) = λ(xi|Θk) = −logp(xi|Θk) (7)

where we define p(xi|Θk) as:

p(xi = ‘face’|Θk) =
1

1 + exp(μ ∗ ( (cxi−ck
x)2

ak2 +
(cyi−ck

y)2

(bk)2 − 1))
(8)

and p(xi = ‘backgound’|Θk) = 1 − p(xi = ‘face’|Θk) (9)

where cxi and cyi are the x and y coordinates of the pixel i, {ckx, cky , ak, bk} are pa-
rameters of the shape energy Θk , and the parameter μ determines how the strength of
the shape energy term varies with the distance from the ellipse boundary. The different
terms of the energy function and the corresponding segmentation for a particular image
are shown in figure 3.

Once the energy functionE(x) has been formulated, the most probable segmentation
solution x∗ defined in equation (3) can be found by computing the solution of the max-
flow problem over the energy equivalent graph [13]. The complexity of the max-flow



582 J. Rihan, P. Kohli, and P.H.S. Torr

Fig. 4. The figure shows an image from the INRIA pedestrian data set. After running our algo-
rithm, we obtain four face segmentations, one of which (the one bounded by a black square) is
a false detection. The energy-per-pixel values obtained for the true detections were 74, 82 and
83 while that for the false detection was 87. As you can see the energy of false detection is
significantly higher than that of the true detections, and can be used to detect and remove it.

algorithm increases with the number of variables involved in the energy function. Recall
that the number of random variables is equal to the number of pixels in the image to
be segmented. Even for a moderate sized image the number of pixels is in the range of
105 to 106. This makes the max-flow computation quite time consuming. To overcome
this problem we only consider pixels which lie in a window Wk whose dimensions are
double of those of the original detection window obtained from the face detector. As
pixels outside this window are unlikely to belong to the face (due to the shape term
ψ(xi)) we set them to the background. The energy function for each face detection k
now becomes:

Ek(x) =
∑

i∈Wk

φ(xi,y)+ψ(xi|Θk)+
∑

j∈Wk,(i,j)∈N

φ(xi, xj ,y)+ψ(xi, xj)+constant,

(10)

This energy is then minimized using graph cuts to find the face segmentation x∗
k for

each detection k.

Pruning false detections: The energy E(x′) of any segmentation solution x′ is the
negative log of the probability, and can be viewed as a measure of how uncertain that
solution is. The higher the energy of a segmentation, the lower the probability that it is
a good segmentation. Intuitively, if the face detection given by the detector is correct,
then the resulting segmentation obtained from our method should have high probability
and hence have low energy compared to the case of a false detections (as can be seen
in figure 4). This characteristic of the energy of the segmentation solution can be used
to prune false face detections. Alternatively, if the number of people P in the scene is
known, then we can choose the top P detections according to the segmentation energy.

3.2 Implementation and Experimental Results

We tested our algorithm on a number of images containing faces. Some detection and
segmentation results are shown in figure 6. The time taken for segmenting out the faces
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Before Smoothing

After Smoothing

Original Image Contrast Terms Final Segmentation

Fig. 5. Effect of smoothing on the contrast term and the final segmentation. The images on the
first row correspond to the original noisy image. The images on the second row are obtained after
smoothing the image.

Fig. 6. Some face detection and segmentation results obtained from our algorithm

is of the order of tens of milliseconds. We also implemented a real time system for
frontal face detection and segmentation. The system is capable of running at roughly 15
frames per second on images of 320x240 resolution.
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Handling Noisy Images: The contrast term of the energy function might become quite
bad in noisy images. To avoid this we smooth the image before the computation of this
term. The result of this procedure are shown in figure 5.

4 Conclusion and Future Work

In this paper we presented a method for face segmentation which combines face detec-
tion and segmentation into a single framework. Our method runs in real time and gives
accurate segmentation and improved face detection results.

While segmenting image frames of a video, the use of knowledge of the correct face
detections in the previous frames in eliminating errors in the current image frame needs
to be explored. Another area for future research is the idea of efficient selective refine-
ment of the shape energy. This procedure could successively refine the shape energy
to obtain good segmentations in complicated scenarios. It should be noted that such
a procedure could be performed using dynamic graph cuts [5] which would make it
computationally efficient.
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