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Abstract. This paper proposes a content based image retrieval system
that uses semantic labels for determining image similarity. Thus, it aims
to bridge the semantic gap between human perception and low-level fea-
tures. Our approach works in two stages. Image segments, obtained from
a subset of images in the database by an adaptive k-means clustering al-
gorithm, are labelled manually during the training stage. The training
information is used to label all the images in the database during the
second stage. When a query is given, it is also segmented and each seg-
ment is labelled using the information available from the training stage.
Similarity score between the query and a database image is based on the
labels associated with the two images. Our results on two test databases
show that region labelling helps in increasing the retrieval precision when
compared to feature-based matching.

1 Introduction

Research in Content Based Image Retrieval (CBIR) steadily gained momentum
in recent years consequent to the dramatic increase in the volume of digital im-
ages. Image databases containing thousands and sometimes millions of images
are available in many fields such as remote sensing, medical imaging and bio-
metrics (e.g., fingerprints). The main difference between data retrieval from a
conventional database and CBIR is that the former is based on predefined key-
words (or keys) associated with each stored record, while the latter utilises visual
cues. A good survey of CBIR field may be found in the review paper by Sameer
Antani, Rangachar Kasturi and Ramesh Jain[1].

CBIR systems mainly use colour[2,3,4,5], texture[6,7,8], shape[9,10,11] and
other low-level features to assess similarity while human beings rely on high-
level symbolic (e.g., chair, Taj Mahal) and abstract (e.g., war, happy occasions)
concepts. Such a difference between computer and human perception of similar-
ity, often called the semantic gap, led researchers into exploring methods that
fall broadly into three categories: relevance feedback, modeling human percep-
tion and linguistic indexing.

Relevance feedback is an on-line learning strategy where user provides feed-
back on the retrieved images which adapts the response from the CBIR system.
Usually, the user responses are used either to modify the query or the simi-
larity measures[12,13]. Several attempts have been made to incorporate human
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perception into CBIR systems by developing computational models for early hu-
man vision[14,15,16] or similarity functions consistent with human perception
[17,18,19]. In lingusitic indexing, images are categorized into different types and
annotated (or labelled) by using a trained classifier. The problem of CBIR is
thus reduced to the problem of text-based retrieval. Examples of such work are
found in the paper by Chen and Wang[20].

There are two major approaches to linguistic indexing. The first is region-
based and initially segments images into regions. If the segmentation process is
ideal each region is treated as a semantically meaningful object and retrieval is
based on similarity between regions. UCSB NeTra[7], Berkeley’s Blobworld[21]
and Stanford’s SIMPLIcity[22] are examples of such systems. Integrated Region
Matching (IRM) [23] (and used in [22]) and its enhancement using fuzzy mem-
bership functions for more perceptual segmentation and region matching[24]
illustrate how sophisticated region-based similarity measures may be defined for
CBIR applications.

The second approach is to organize the digital library in a semantically mean-
ingful manner using image classification. Such classification is also useful to in-
dex images automatically. Unfortunately, there is no effective method yet to
obtain good semantic categorization from low-level features. A compromise is
manual annotations, which are potentially subjective and ambiguous and some-
times difficult because image data is rich in detail. In specific domains, however,
classification provides a powerful set of semantic features for CBIR.

In this paper, we describe a CBIR system based on semi-automatic region
labelling for remote sensing images. Remote sensing images have the advantage
that their classification is well-researched, and well-defined with several standard
schemes in existence. We also used the same method on a miscellaneous database
containing different categories of objects such as flowers, aeroplanes, flags, etc.
Our results indicate that region-labelling, even though it is sometimes incorrect,
leads to improved precision in retrieving images.

The rest of the paper is organized as follows. Section 2 describes feature
extraction and segmentation. Section 3 describes the two-stage segment labelling
process and subsequent query processing. Section 4 illustrates the results on two
test databases and Section 5 concludes the paper.

2 Feature Extraction and Segmentation

Our system segments images using an adaptive k-means algorithm based on
colour and texture features. We follow the same approach described in [22] and
[23]. An image is divided into 4 × 4 blocks from which three colour and three
texture features are computed. The colour features are the average L, U and
V components where LUV colour space is used for its perceptually uniform
properties. The three texture features are obtained from Daubechies-4 wavelet
transform on the L component. The 4 × 4 block is decomposed into four 2 × 2
frequency bands after a one level wavelet transform. The HL texture feature
fHL is then given by
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where C00, C01, C10 and C11 are the four values in each 2 × 2 block. The HH
and LH band features are similarly calculated.

k-means algorithm is used for segmenting the images by clustering the feature
vectors. If the number of 4 × 4 blocks in the image is B, the goal of k-means
algorithm is to partition the set of feature vectors fi, 1 ≤ i ≤ B into k groups
with means f1, f2, . . . , fk such that

D(k) =
L∑

i=1

min
1≤j≤k

(fi − f j)
2

is minimized.
We adaptively choose the number of clusters by starting with k = 2 and

increasing it until one of the following three criteria is met: D(k) is below a
specified threshold indicating that the clusters are tight; change in D(k) between
consecutive iterations is below a threshold indicating convergence; and, k exceeds
an upper bound indicating too large a number of clusters.

3 Region Labelling

Region labelling step assigns a semantic label to each segment obtained from k-
means clustering. The labelling is done in two stages. A subset of images from the
database that illustrate the semantic concepts important in querying is chosen
in the first, manual or training, stage. The different segments in the images
are shown to the trainer and are assigned labels manually. As there exist many
regions that have identical labels, the average feature vector of such regions along
with the associated label are stored in a label database. Some sample regions and
labels are shown in Figure 1 from a test database of approximately 1200 low-
resolution remote sensing images obtained from the National Remote Sensing
Agency (NRSA), Hyderabad. An example of a segmented image that is labelled
manually is shown in Figure 2.

In the second stage, all the segmented images in the database are automat-
ically assigned labels utilizing the label database created in the training stage.
The feature vector corresponding to an unlabelled segment is compared with
the mean feature vectors in the label database. The label associated with the
nearest feature vector in the label database is assigned to the unlabelled region.
An example of automatic labelling is shown in Figure 3. It may be noticed that
the labelling is not fully correct in that snowy regions are labelled as a water
body. Such inaccuracies have an impact on the precision and recall values of the
CBIR system as we shall see in the next section.

When a query image is given, it is segmented and automatically labelled using
the approach described above. Image similarity is measured on the labels and not
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Fig. 1. Image segments and associated labels

on the feature vectors leading to retrieval using semantics rather than low-level
characteristics. Similarity score is given by

S =
nm

n

where n is the number of regions in the query image and nm is the number of
identical labels between the query and the database images. S ranges from 0 to
1.0. Many variants of the above similarity score exist in literature[25] although
they have not been tried yet by us.

4 Experimental Results

We initially experimented with a database of remote sensing images from NRSA,
Hyderabad. The retrieved results for a query image showing waterbody along
with some clouds are shown in Figure 4. Similarity score is based on the labels
automatically assigned to the images (as explained in the previous section). It
may be seen that all the top eight images are relevant. However, several of the
images contain clouds while there are many other images in the database that
are not cloudy.

More sophisticated queries allowed by our system specify the location, extent
or absence of a class in conjunction with a query image. In this case, additional
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Fig. 2. Example of a segmented image that is manually labelled

Fig. 3. Example of a segmented image that is automatically labelled

information about the bounding box and area of the segment is included along
with the similarity measure. One example of such queries is extremely useful
to NRSA and involves retrieving cloud-free images similar to a given query.
Figure 5 shows the results for the same query image of Figure 4 but with the
additional condition that the results do not contain cloudy regions. It may now
be noticed that the query image is not the first image to be retrieved but the
third. The first two images are less cloudy leading to higher similarity score than
for the query image itself because its cloudy regions lower the similarity with
the query. Overall, the resulting images are of better quality than the earlier set
but some of them still contain clouds. The reason is that the wispy clouds seen
are misclassified as water bodies with sedimentation and are hence retrieved.

We also experimented with a much larger and more varied database contain-
ing approximately 8000 images. These show objects such as flowers, aeroplanes,
sunsets, fireworks and others. Figure 6 shows an example query image of fire-
works and the retrieved images. Again, all the top eight images are relevant. We
compared our results against the Integrated Region Matching (IRM) method
proposed in [23]. The results from the IRM method are shown in Figure 7. It
may be seen that three of the images do not show fireworks and are therefore
irrelevant.

A more detailed comparison of the performance of the region-labelling method
and IRM is shown in Figure 8. We took 10 query images each from seven
categories — remote sensing (C1), flags (C2), flowers (C3), landscapes (C4),
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Fig. 4. Retrieved images for waterbody class using region-labelling method. Query is
the first image.

Fig. 5. Retrieved images when an additional cloud-free constraint is specified. Query
is the same as in Figure 4.

Fig. 6. Query results using region-labelling for the fireworks image shown at the top
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Fig. 7. Query results for the same query image as in Figure 6 using IRM method

automobiles (C5), aeroplanes (C6), and fruits and vegetables (C7) — and com-
puted the average precision for each category. We first used region-labelling and
then the IRM method. From the Figure 8 it may be seen that for Category C1,
the average precision for region-labelling method (identified as labelling in the
figure) is approximately 0.9 while it is about 0.8 for IRM. The average precision
for all categories (except C4, i.e., landscape images) is higher than 0.7 indicating
good overall performance.

It may also be seen that for all categories except C3, i.e. flower images, region-
labelling results in a higher average precision than IRM.

Finally, we show a recall-precision graph (Figure 9) that compares the perfor-
mance of the region-labelling approach with IRM and its fuzzy extension UFM
in retrieving remote sensing images. It may be seen that the region-labelling
approach is better than both IRM and UFM.

An image contains many colours and regions, but a human user generally
focusses on only a few high level concepts while ignoring the finer details. Con-
sequently, in our system, we restricted the maximum number of segments in an
image to six. The performance of our system on low-resolution remote sensing
images and on images containing flags, fireworks and other such easily distin-
guishable objects justifies the choice of a small value for the number of segments.
We noticed that our system gives consistently high precision and recall when the
images contain one or two dominant objects.

We used simple colour and texture features in our approach. They may not be
adequate to distinguish between certain semantic classes. An example is Figure 5
where images containing clouds are present in the results even though the query
specified otherwise. The 6 features are not capable of distinguishing between
water containing large levels of sedimentation and clouds, both of which are
greyish white in colour and contain no texture.
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Fig. 8. Comparison of average precision between region labelling and IRM methods
over 7 categories of images
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Fig. 9. Recall-precision graph comparing region labelling with IRM and UFM

Sometimes, however, it is not easy to label the segments in an image. For
example, landscapes are particularly difficult if they involve a panoramic view of
the countryside with few dominant features. There are two problems with such
images: there are more than 6 semantically meaningful segments, and it is not
easy to associate a label with low-level features. The latter problem causes our
classification method based on nearest neighbour approach to fail.
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To summarise, our proposed CBIR system based on supervised classifica-
tion gives higher precision in retrieval when images contain a small number of
meaningful segments and a few dominant objects. In other cases, either the seg-
mentation or the labelling becomes inaccurate. Inaccuracy in segmentation does
not seriously affect the performance as the similarity measure is based mainly
on labelling and not on region properties. However, poor segmentation can lead
to inaccurate labelling. Labelling has a direct impact on precision and good
classification algorithms should be used.

5 Conclusion

In the paper, we presented a CBIR system that retrieves images based on high-
level semantics that are assigned using a trained classifier. The results indicate
that even our simple approach based on only 6 colour and texture features in
conjunction with a supervised nearest neighbour classification scheme can lead
to higher precision in retrieving several types of images. Our approach, demon-
strated on remote sensing images, may be extended to querying other image
databases provided that the images contain a small number of regions and dis-
tinct features that act as cues for matching.
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