RBF based Spatio-Temporal Representation Technique for Video Compression
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ABSTRACT

Parametric coding is a technique in which data is processed to extract meaningful information and then representing it compactly using appropriate parameters. Parametric Coding exploits redundancy in information to provide a very compact representation and thus achieves very high compression ratios. However, this is achieved at the cost of higher computation complexity. This disadvantage is now being offset by the availability of high speed processors, thus making it possible to exploit the high compression ratios of the parametric video coding techniques. In this paper a novel idea for efficient parametric representation of video is proposed. We perform Oct-Tree Decomposition on a video stack, followed by parameter extraction using Radial Basis Function Networks (RBFN) to achieve exceptionally high compression ratios, even higher than the state of art H.264 codec. The proposed technique exploits spatial-temporal redundancy and therefore inherently achieves multi-frame prediction.
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1. INTRODUCTION

The paper presents a parametric video compression scheme using Radial Basis Function Networks (RBFN) to model homogeneous spatio-temporal video segments. The scheme exploits the spatio-temporal redundancy of large homogeneous video segments to achieve high compression ratios. A Parametric Model can be constructed by using any of the following two methods: (i) Model Learned/Formulated a priori & (ii) Models Generated On-the-Fly [[1]], [[2]]. Irrespective of the method used, a model can either be a Geometric/Structural model like Mesh based model, or an Appearance model like Eigen-space or Probabilistic models [[3]],[[4]]. In comparison to these techniques, we propose a parametric model which is generated on the fly, does not employ any region based segmentation (which is prone to error), or makes any assumptions about the camera position or the scene geometry.

The complete hybrid video coding scheme is shown in Figure 1. The first stage video sequence is partitioned into shots/scenes to achieve the goal of video-content analysis and content-based video coding. The second stage is classification of the shots thus obtained into complex and simple shots based on their motion and image complexity. This is done as the learning model is amenable to modeling smoothly changing variation in space and time. Relatively simpler shots are decomposed into homogenous blocks using the octree decomposition approach. The larger 3-D volume
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segments obtained after decomposition are modeled using RBF parameters, while 3D-DCT is used for representing smaller volumes. Sequences classified as high complexity are encoded using H.264.

Local chi-square scheme which takes into account the degree of brightness and spatial information within a frame is used to successfully determine scene changes [5]. The distance measure between two frames \( i \) and \( j \) is given by:

\[
d(f_i, f_j) = \sum_{bl=1}^{m} d_{x^2}(f_i, f_j, bl) = \sum_{k=1}^{N-1} \left( \frac{(H_x^b(k) - H_x^j(k))^2}{\max(H_x^i(k), H_x^j(k))} \times \alpha \right)
+ \frac{(H_y^b(k) - H_y^j(k))^2}{\max(H_y^i(k), H_y^j(k))} \times \beta
+ \frac{(H_z^b(k) - H_z^j(k))^2}{\max(H_z^i(k), H_z^j(k))} \times \gamma
\]

where \( H_x^i(k), H_y^i(k) \) and \( H_z^i(k) \) refer to the histogram distribution of the \( i \)-th frame \( f_i \) for each color space. \( N \) refers to the number of bins \( k \), and \( m \) refers to the total number of blocks \( bl \). In addition \( \alpha \) is defined as 0.299, \( \beta \) as 0.587, and \( \gamma \) as 0.114. This method allows for detection of abrupt as well as gradual scene changes.

Scene Complexity can be divided into two parts: Motion Complexity & Image Complexity. Motion complexity is determined by the edge change ratio (ECR) proposed as a characteristic feature by Zabih et al [6]. ECR registers structural changes in the scene such as the entry, exit, and motion of objects as well as fast camera operations and is somewhat independent of variations in color and intensity since it relies only on sharp edges. The edge change ratio \( ecr_n \) between the frames \( n-1 \) and \( n \) can be defined as:

\[
ecr_n = \max \left( \frac{X_{in}^n}{\sigma_n}, \frac{X_{out}^{n+1}}{\sigma_n} \right)
\]

where \( \sigma_n \) be the number of edge pixels in frame \( n \) and \( X_{in}^n \) and \( X_{out}^{n+1} \) the number of entering and exiting edge pixels in frame \( n \) and \( n-1 \), respectively. Edges are also representative of detail in the image and hence can be used as a measure for image (frame) complexity. In this work we have obtained the measure of frame complexity using the following steps:

- Apply edge detector on frame. (with proper threshold so that faint edges are not detected)
- Uniformly divide the frame into sub-blocks. (appropriate size depending on the size of frame)
- Count the number of blocks which contain edge pixels.
- Divide the value obtained in above step by total number of blocks. This ratio is a measure of frame complexity.

3. SPATIO-TEMPORAL MODELING OF VIDEO SHOTS

In this section we detail the proposed parametric model which has the capability to provide very high compression gains by modeling videos in the spatio-temporal domain. The technique is based on a simple yet novel idea of representing video as a function of spatial \((x, y)\) and temporal \((t)\) dimensions. Authors in [7] discuss a technique of modeling images using parametric model based on RBFN. We use a similar technique for learning the video content, along both space and time, in homogenous segments and modeling the segments using RBF networks.

Low image and motion complexity video shots are modeled using a spatio-temporal on the fly learning model where in the video shot is represented as a function of the spatial \((x, y)\) and temporal \((t)\) dimensions. Representing an entire video shot as a function of \((x, y, t)\) is sub-optimal since the volume corresponding to the entire video may not be homogeneous, whereas, sub-sets of it might be. So the video shot is decomposed into homogeneous 3D blocks and each spatio-temporal volume is modeled independent of the others. The shot is decomposed into homogeneous 3D volumes using octree decomposition technique. A video segment thus obtained represents a relatively smooth volume.

Octree Decomposition of the video shot

An octree is the three-dimensional analog of quadtree where a three-dimensional space is recursively divided into eight octants based on a predefined homogeneity criterion (e.g., if all the pixels in the block are within a specific dynamic range). To obtain octree decomposition, first the whole video shot is considered as one region. If the variations in the intensity are more than the defined homogeneity criteria then the shot is divided into eight equal segments (Figure 2). This regular subdivision continues till each of the 3D segments obtained satisfy the homogeneity criteria. The homogeneity criterion used in this work is the variance of luminance values in the region of interest. A key advantage of the oct-tree decomposition is that the overheads in octree representation are small as it has a very regular structure. Figure 2 shows an octree decomposition of a video sequence. It was found that for very small sized homogeneous regions the compression offered by modeling using RBFN was poor, hence the oct-tree decomposition is not performed for block sizes smaller than a chosen minimum size.

Learning spatio-temporal blocks using RBFN

After a video is segmented into 3D homogenous blocks as described above, each segment represents a smoothly varying function in space and time. RBFN are known to provide universal approximations on a compact subset of \( \mathbb{R}^n \) [8]. This means that RBF network with enough hidden neurons can approximate any
continuous function with arbitrary precision. We employ these functions to model each of the homogenous segments as a finite sum of Radial Basis Functions. Each spatio-temporal block is modeled using a three-layered RBF neural network that uses Gaussian activation functions and a Euclidean norm. The output of the network is represented as:

$$f(x_i) = \sum_{j=1}^{N} a_j \exp \left(-\beta_j \|x_i - c_j\|^2\right)$$

where $N$ is the number of neurons in the hidden layer, $c_j$ is the centre vector for neuron $j$, and $a_j$ are the weights of the linear output neuron. In the basic form all inputs are connected to each hidden neuron.

Given that $x_i$ is the $n$-dimensional input vector, if $y_i$ be the desired value of the function at point $x_i$, then we need to find the function $f(x_i)$ such that $f(x_i) = y_i$. The optimum values of $a_j$, $c_j$ and $\beta_j$ are to be determined such that the following sum of squared errors is minimized.

$$E = \sum_{i=1}^{p} (f(x_i) - y_i)^2$$

The number of functions required to represent a region is determined such that the error $E$ above is kept below a threshold. The error equation above is a regression equation which can be solved using various regression methods (for example normal equations). For the results presented in this paper we have used 1% of the total data as training data and Bayesian Information Criterion (BIC) has been used as the model selection criterion. The data in a homogenous volume is modeled using a regression tree. The nodes of this tree are then used for determining the centres and radii. A subset of these is selected as the final RBFs using Plain Forward Selection.

The number of RBFs chosen for modeling a given spatio-temporal segment depends on the variation in pixel intensities and the smoothness of the surface being learnt. For the case where the 3D volume being learnt is small the benefit gained by modeling using the basis function is offset by the number of parameters required to be optimized, i.e. the centers, weights and widths of the functions. So the smaller spatio-temporal regions below a minimum volume threshold were represented using a 3D-DCT. RBFN based parametric representation is applied to the large volume spatio-temporal segments of the video, while smaller volumes are represented using 3D-DCT. The proposed scheme is easily integrable into the existing H.264 video codec implementation. A mechanism for integrating the proposed encoding scheme with H.264 is shown in Figure 1.

4. EXPERIMENTAL RESULTS

The compression results of the proposed scheme for the following three videos are presented here: Bridge far, Highway (CIF, 100 frames each), which are MPEG-4 Standardization sequences, and a hybrid test (non standard) video with 400 frames composed of multiple video shots.

A detailed study of the hybrid test stream video containing multiple shots was carried out. The different shots, detected using the local-chi square technique, are shown in Figure 3(a). The obtained video shots are characterized for their motion and image complexity. As can be seen from Figure 3 (a) and (b) the first and fourth shot have low scene and motion complexity and were coded using our scheme, whereas the second and third shots had high complexity and were encoded using H.264 codec.

![Figure 3](image.png)

Table 1 gives a summary of the compression gains achieved in the 4 shots. The table clearly illustrates that the proposed scheme performs well for low complexity shots / scenes and overall the hybrid coder provides higher compression gain of 25.92 as compared to an overall compression gain of 7.6 achieved with standard H.264 video codec.

<table>
<thead>
<tr>
<th>Shots</th>
<th>Hybrid Scheme Gain</th>
<th>H.264 gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>53.30 (our scheme)</td>
<td>22.45</td>
</tr>
<tr>
<td>2</td>
<td>10.35 (H.264)</td>
<td>10.35</td>
</tr>
<tr>
<td>3</td>
<td>9.19 (H.264)</td>
<td>9.19</td>
</tr>
<tr>
<td>4</td>
<td>12.20 (our scheme)</td>
<td>8.99</td>
</tr>
</tbody>
</table>

The compression results obtained for the three sequences are compared against the H.264 codec in Tables 2 to 4. The input streams to both the proposed codec and H.264 are in the YUV 4:4:4 format. For obtaining the comparison, RBF parameters were coded using 8 bits per parameter and for the remaining region was coded using H.264 with the RBF regions replaced by black. The efficacy of RBF as tool for modeling homogeneous volumes is clearly illustrated by the compression gains achieved in the
regions where the RBF has been applied versus the gain that is achievable on the entire sequence using the state of the art H.264 codec. These compression results along with PSNR values for the regions encoded using RBF are summarized in Table 5.

The gain obtained by the proposed scheme is achieved because of the suitability of the spatio-temporal model i.e. the RBF learning model as a video compression tool. The proposed mechanism is intuitively appealing because it inherently achieves multi-frame prediction and this is clearly borne out by the performance figures obtained for the various sequences. To highlight the quality performance of the proposed scheme the MOS scores of the reconstructed videos were obtained. The MOS scores, listed in Table 6, show that the reconstruction quality of proposed scheme is similar to that of the standard H.264 encoder with QP=21. QP is a critical parameter in H.264 to map a signal to a reduced range of values to represent it with fewer bits than the original. Higher the value of QP, higher is the compression at the cost of loss in quality.

Coding for H.264 has been performed using the JM encoder [9].

5. CONCLUSION

In this paper a novel parametric video coding scheme is proposed. The scheme is based on exploiting spatio-temporal redundancy of the video sequence. The characterization of video scene in terms of image complexity and motion complexity is performed. This characterization enables easy integration with H.264. Octree decomposition is applied to low complexity shots to segment them into homogeneous blocks. These homogeneous blocks are then modeled using RBF approximation.

### Table 2 Comparison results for sequence Bridge far

<table>
<thead>
<tr>
<th>H.264</th>
<th>Proposed scheme</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>QP value</td>
<td>Compression</td>
<td>% of region encoded using RBF</td>
</tr>
<tr>
<td>24</td>
<td>39.7</td>
<td>25</td>
</tr>
<tr>
<td>25</td>
<td>47.29</td>
<td>25</td>
</tr>
<tr>
<td>26</td>
<td>75.57</td>
<td>25</td>
</tr>
<tr>
<td>27</td>
<td>108.39</td>
<td>25</td>
</tr>
</tbody>
</table>

### Table 3 Comparison results for sequence Highway

<table>
<thead>
<tr>
<th>H.264</th>
<th>Proposed scheme</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>QP value</td>
<td>Compression</td>
<td>% of region encoded using RBF</td>
</tr>
<tr>
<td>24</td>
<td>36.89</td>
<td>25.6</td>
</tr>
<tr>
<td>25</td>
<td>43.04</td>
<td>25.6</td>
</tr>
<tr>
<td>26</td>
<td>66.59</td>
<td>25.6</td>
</tr>
<tr>
<td>27</td>
<td>93.40</td>
<td>25.6</td>
</tr>
</tbody>
</table>

### Table 4 Comparison results for Hybrid sequence

<table>
<thead>
<tr>
<th>H.264</th>
<th>Proposed scheme</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>QP value</td>
<td>Compression</td>
<td>% of region encoded using RBF</td>
</tr>
<tr>
<td>24</td>
<td>328.55</td>
<td>46.7</td>
</tr>
<tr>
<td>25</td>
<td>411.00</td>
<td>46.7</td>
</tr>
<tr>
<td>26</td>
<td>535.48</td>
<td>46.7</td>
</tr>
<tr>
<td>27</td>
<td>632.84</td>
<td>46.7</td>
</tr>
</tbody>
</table>

### Table 5 Summary of compression gains

<table>
<thead>
<tr>
<th>Stream</th>
<th>H.264 (QP 24)</th>
<th>RBF encoding</th>
<th>RBF PSNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridge far</td>
<td>39.7</td>
<td>2112.7</td>
<td>41.68</td>
</tr>
<tr>
<td>Highway</td>
<td>36.89</td>
<td>918</td>
<td>50.93</td>
</tr>
<tr>
<td>Hybrid Sequence</td>
<td>328.55</td>
<td>1091</td>
<td>43.24</td>
</tr>
</tbody>
</table>

### Table 6 MOS score comparison for the different test sequences

<table>
<thead>
<tr>
<th>Stream</th>
<th>Original</th>
<th>H.264 (QP=21)</th>
<th>Our reconstruction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid test</td>
<td>5</td>
<td>4.7</td>
<td>4.6</td>
</tr>
<tr>
<td>Highway</td>
<td>5</td>
<td>4.6</td>
<td>4.6</td>
</tr>
<tr>
<td>Bridge far</td>
<td>5</td>
<td>4.5</td>
<td>4.2</td>
</tr>
</tbody>
</table>

As can be seen from the simulation results the compression gain achieved in the regions coded using RBF is substantially higher than the overall compression gains achieved using the H.264 video codec. The compression gain results presented in this paper are the gains obtained without applying entropy coding to the model parameters (Hybrid coding flag, Octree indices and RBF and 3D-DCT parameter values). Clearly the proposed scheme will provide even greater compression gains when schemes to reduce statistical redundancy are added to the proposed compression technique.
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