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Abstract—In this paper, we propose a novel video mining
technique which takes into consideration the various properties
that together form an event. The system allows searching for
similar events, where the similarity may be based on one or
more components of that event. The query to the system can
be in various ways, depending on the goal of the search and on
the basis of the query the system is able to retrieve all similar
sequences from the all the videos in the database. The unique
concept of defining similarity based on different aspects is applied
to retrieve similar sequences from the database on the basis of
one or more components of the event in the query sequence.

I. INTRODUCTION

With the advent of easily available inexpensive cameras as
well as large storage devices, it has become very easy to store
huge number of long videos. It is no longer humanly possible
to search through huge databases of videos to find similar
sequences. It is therefore, necessary to automate the process
of mining similar sequences across one or several videos.

ven a database of a large number of videos, we propose a
novel method for discovery of similar events. The system is
capable of finding similar events based on one or more of the
event properties or components that describe the events. The
novelty of our method is that it allows searching the video
database on various aspects which depend on the goal of the
search. It allows finding various intelligent information about
the scene under consideration. The search can be based on
finding sequences from the input videos which are similar to a
query sequence, or it can based on finding the common values
of a certain event component. Moreover, it allows searching for
unusual events based on the event properties. It is possible that
two events which are very similar, may be dissimilar on one
event component and this event component value may render
the event usual or unusual. For example, it is a common event
for people to enter a bank but entering a bank during the night
is an uncommon event.

Therefore, the system should be capable of differentiating
between events based on their components or properties. The
proposed video mining system allows querying on different
event components along with allowing querying using different
modalities. The related work is discussed in the next section.
Section 3 describes the unsupervised learning technique along
with the proposed mining framework that allows mining
the database of videos. In section 4, the implementation of
proposed video mining system is discussed. We give the results
in section 5 and conclude in section 6.

II. RELATED WORK

Most of the current research in video mining is based on
detection of known patterns of visual content. These methods
require supervised learning and other pattern recognition tech-
niques as in [1]. Moreover, these techniques are developed for
a particular category of videos, for instance, news videos or
sports videos, [9], [10], [2]. The authors in [2] use Hidden
Markov Model based framework for discovering patterns in
soccer videos. Methods are also developed for efficient video
mining in medical videos [5], [6]. The authors in [8] propose
a method for multimedia data mining for traffic videos.

As discussed in [4], [3], it is important that a video mining
system should use unsupervised learning, be computationally
simple and applicable on many different types of videos.
Moreover, it should be capable of discovering unusual/ in-
teresting events. The proposed video mining system applies
clustering in various component spaces to search the database
of videos for responding to the queries. This allows searching
for similar sequences based on various aspects of the events.
It has the advantage of allowing the user to search on multiple
components using various querying modalities like, text, video
sequence,etc. depending on the aim of the search. Moreover,
the system is capable of discovering unusual/ interesting events
based on different components of an event. In the next section,
we briefly describe the clustering framework of [7] which we
use to find similarity between one or more events components.

III. VIDEO MINING TECHNIQUE

It has been observed that an event comprises of different
components. Two or more events can be similar to each other
based on one or more aspects and can be dissimilar on some
other aspects. The authors in [7] give a tupular representation
scheme for events. The event feature vector is represented as
a tuple:

Event = (Component1, Component2, . . . , Componentk)

where each of the k components have a semantic meaning
associated with it. Each of these components can be of differ-
ent data types. This representation scheme allows defining a
similarity measure in each of the components of the tuple. The
similarity measure defined on each component is dependent
on the data type and the semantic meaning associated with
that component. Two tuples are said to be similar if each of
their components are similar, based on the similarity measure
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Fig. 1. (a) Pre-processing of the input videos in the database. (b) Video
mining scheme

defined for that component. This allows clustering in each
of the component spaces. Standard clustering algorithms can
be used for clustering in each of these spaces. The cluster
algebra defined in [7] allows combining clusters from dif-
ferent component spaces, to get higher dimensional clusters
representing co-occurrences of two or more component values.
When the complete event tuples are stored, the composition
of two clusters Ca∗ and Cb∗ from two different component
spaces, is defined as:

Ca∗⊗b∗ ={(a, b)|Sa(a) = a∗∀(a, b∗) ∈ Cb∗

and Sb(b) = b∗∀(a∗, b) ∈ Ca∗} (1)

where Sa and Sb are the similarity measures defined on the
components a and b.

A usualness measure is defined on the clusters which allows
discovery of usual and unusual events. The usualness measure
of a cluster C of size s is defined as:

usual measure(C) =
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(2)
where,
T1 and T2 are thresholds on the rate of growth of the usualness
of a cluster. This allows the design and development of a
flexible video mining system that is capable of processing
different types of queries for mining multiple video sequences.
The usualness measure allows the discovery of unusual events
from the database, as along with the response to the query, the
value of the usualness measure is also given. This provides the
information about the usualness/ unusualness of the value of
the component and/ or composed clusters. This allows the user
to discover unusual events without any prior knowlwdge or
intent of searching for an unsual event. Moreover, the system
allows querying on this quantity for intentionally finding usual
or unusual values of component or composed clusters. The
bounds on the usualness measure also provides a measure on
the possibility of an event being usual or not. Unlike [7], the
system does not perform unusual activity analysis on a single
input video.

Figure 1 shows the first part the video mining architecture,
which has two parts. In the first part, all input videos are
stored in a database. The tupular representation as well as the
similarity measures on the various components are defined.
Each video in the database is processed to find the events
that occur in the video. The low-level processing extracts
the moving objects and their properties. These low-level
features are used to form the event components for each event.
Each event is, therefore, represented as a tuple. Clustering
is performed in each of these component spaces. Figure 1
shows the first part the video mining architecture, which has
two parts. In the first part, all input videos are stored in a
database. The tupular representation as well as the similarity
measures on the various components are defined. Each video in
the database is processed to find the events that occur in the
video. The low-level processing extracts the moving objects
and their properties. These low-level features are used to form
the event components for each event. Each event is, therefore,
represented as a tuple. Clustering is performed in each of these
component spaces.

The complete input video is broken down into event tuples
and the components of these tuples are clustered in the
respective component spaces. The component spaces remain
the same for all input videos in the database. Each impute
video in the database transforms to a set of clusters in the
various component spaces. The clusters of all videos are stored
in a separate database, called the cluster database. Figure 2
shows the second part of the video mining architecture. The
queries are made on the cluster database. The queries can be
of different kinds, which are dependent on the goal of the
search. Each of the component spaces can be searched based
on the goal of the search.

Queries can also be made to find the co-occurrences of
different event components. Query algebra consists of com-
puting the cluster composition for the queried components.
The cluster algebra finds the co-occurred values which form
clusters in the higher dimensional spaces. If the search is based
on one or more components of a query sequence supplied
to the system, then the system is capable of finding similar
sequences from the video database. Here, the query sequence
is pre-processed in the same manner as the input sequence but
only the queried components are considered for clustering.

IV. SYSTEM IMPLEMENTATION

First part of the mining system comprises of the low level
processing of the videos in the database. We have implemented
the system on surveillance videos taken inside a building.
In general, we assume that the events comprise of objects
in the scene which move from one landmark to another.
These landmarks, also called as attractors, are interesting
areas in the scene like entry, exit, etc.. The trajectories are
therefore, landmark sequences, which we learn from the low
level processing.

The videos are taken by a static camera. Figure 3(a) shows
a frame from the input video whereas Figure 3(b) shows the
moving blob that is segmented by background subtraction on
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Fig. 3. (a) Frame from original video. (b) The result of background subtraction on the frame. (c) Low-level processing of video resulting in event discovery.
The landmarks A1 and A2 are also marked.

that frame. Adaptive background subtraction [11] is used to
segment the moving objects from the scene. Object tracking
is done using Kalman tracker. The position of the object is
taken as the foot position, which is the lowest point in the
segmented region along the vertical direction. The landmark
sequences are found using the position of the object along
with the direction of motion. Figure 3(c) shows the output
of the low-level processing done on the video. The features
extracted from the segmented object are its position, direction
of motion and time during which the object is in the scene.
Using the event representation scheme, the following event
tuple is associated with each object that enters the scene,

event =< LS, SL, EL, T I, OC > (3)

where, LS is the landmark sequence or the trajectory on which
the object moves, SL is the starting/entering landmark, EL is
the exiting landmark, TI is the time interval during which the
object is in the scene, OC is the object category to which
the object belongs. Clustering is done in these five component
spaces.

V. RESULTS

The first query is based on the co-occurrence of two compo-
nents, object category Individual moving along the landmark
sequence A1 to A2. Given this query sequence, the system
was able to search for all instances of an individual which
move along the landmark sequence A1 to A2. Figure 4 shows

the response to the query which are the sequences from two
input videos where an individual moves along the landmark
sequence A1 to A2. The second query is based on a query
sequence and the component to be searched on is the starting
landmark having value A1. Figure 5 shows the response to this
query sequence. It can be seen that the response to the first
query is also a part of the response to the second query, which
is correct. Moreover, the response to the second query has all
sequence which start at landmark A1, belonging to different
input videos.

Figure 6 shows the response to a query for finding landmark
sequences of the type Ak - Ak. That is the object enters
from landmark Ak and exits from the same landmark without
going through any other landmark in the scene. The respose
to this query was a single sequence in which an object enters
from landmark A1, moves around in the scene and exits from
landmark A1 without going through any other landmarks. The
usualness measure of this landmark sequence is 0. Thus, the
system discovers it as an unusual event.

VI. CONCLUSION

We have proposed a video mining system for unsupervised
mining of similar sequences and discovery of unusual events.
This system takes into consideration that similarity between
two or more sequences can be based on different parame-
ters.Moreover, the query to the system can be made in various
ways, depending on the goal of the search. It allows the user to



Fig. 4. Response to the query for object category Individual moving along the landmark sequence A1 to A2.
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Fig. 5. The query is made on the starting attractor similar to the starting attractor A1 in the query sequence. The response shows all sequences in which
objects enter the scene from the starting attractor A1



Fig. 6. The response to the query for a landmark sequence of the type Ak - Ak. In this sequence an individual enters from landmark A1 and exits from
the same landmark without going through any other landmarks in the scene. The usualness measure allows the system to flag it as an unusual event.

find uncommon values of different components describing an
event, thus allowing discovery of unusual events in the scene.
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