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Abstract—In this paper we have proposed a novel machine that aims at bridging the gap between low level features
learning based approach to video summarization problem. Sei- and human perception by analyzing viewers attention to
supervised learning algorithm has been used to generate the generate the summary. Sundaram and Chang [Sundaram 01]

summaries. Manually generated summaries (ideal summarig¢s Kol lexit f vid hot
serves as the labeled samples for the semi-supervised lear. uses Kolmogorov complexity as a measure or video Sho

Both visual and aural feature vectors taken over a set of vides Complexity, and compute the video summary according to both
are clustered and the individual video sequences are represted video shot complexity and additional semantic information

as vector-quantized time series. Then state transition mdwine ynder a constrained optimization formulation. Divakardn e
based representation has been generated for both the compde al. [Divakaran 03] have used MPEG-7 motion activity and

class of videos and the labeled samples. A new information . - . .
theoretic measure has been proposed for the goodness of ,Audio descriptor to generate the video summary. Parshin et

generated summary, which reduces the summarization proceso  al. proposed another approach for video summarizationgusin
finiding the sequence of frames for which the value of goodnes user defined constraints and preferences in [Parshin 04h@h

measure is maximum. et al proposed a different approach to video summarization
using graph modelling and motion attention [Zhang 05].
Though a lot of work has been done in the past, not much
The rapidly growing amount of digital video in todayseffort has been put in development of machine learning based
network gives rise to the problem for efficient browsing andlgorithms for the purpose of summarization. Generating a
management of video data. To solve these problévideo perfect summary for a given video requires good under-
summarizationwhich offers concise representation of originastanding of video semantic content. It may be difficult to
video clips by showing the most representative sysnopsiscapture the semantics of a video using most of the existing
gaining more attention. There are two fundamental types wichniques. Machine learning provides a way to capture the
video summariesstatic video abstractwhich is a sequence of hidden semantic contents of a video sequence. We present
key frames andlynamic video skimmingvhich is a collection a semi supervised learning based algorithion generate the
of dynamically-composed audio-video sub-clips, and inhbosummaries for videos known to belong to a particular class of
cases the goal is to find the most interesting or importargwidvideos. Our algorithm assumes that the user will have a aimil
segments that capture the essence of the original clips. interest pattern over a class of videos. We have tested our
Some work has been done in the past in the field of vidéechnique extensively over two different class of videod an
summarization in various prespectives. For static videm-suthe subjective Precision-Recall graphs have also beenrdraw
mary, most early work selects key frame images by randam find the effectiveness of our algorithm.
or uniform sampling, like the Mini Video systems [Taniguchi
95]. Later work tends to extract key frame images by adapting
to the video content. A mosaic based approach is suggested i€onventional approaches to video summarization have used
[Lee 97]. In [Rui 99], the authors analyzed the video streetuframe-based features to generate a representation for the
after video segmentation, and then got a tree structureddvid videos. In this work, we have tried to capture the informatio
Table-Of-Contents(V-TOC). content present in the transition between the frames. Mario
For video skimming generation, in the VA abstract systemural and visual features have been used here to capture
[Leinhart 97], key movie segments are selected to formarious aspects of similarities.
movie trailer. The informedia system [Kanade 97] selects
the video segments according to the occurence of importﬁn
keywords in the corresponding caption text. Another effort 1) Audio features: The most common audio classes in
in this field is the attention model by Mat al [Ma 02] videos are speech, silence, music and the combination of

I. INTRODUCTION

Il. VIDEO SEQUENCEREPRESENTATION

Feature Extraction



later three. These classes can be well distinguisged bygustachnique creates a network that stores information in such
Short Time Energy (STE), Zero Crossing Rate (ZCR) anaay that any topological relationships within the trainisgt
Fundamental Frequency functions. The Short Time Energye maintained.

function (STE basically distinguishes speech and music ar‘@_ Sequential Representation of videos

Short Time Zero Crossing Rat&TZCR is used to seperate
voiced speech from unvoiced one. Whereas, Short Time Fu Once we have clustered the feature vectors for the complete
damental Frequency ([ FF) seperates audio into harmonic and;]ataset’ we go on with generating the sequential represemta

nonharmonic classes. This way all the speech components%frénd'v'dual videos. For each video, all the frame-traiasit

well distinquished using these three features. ﬁre taklen and sesn tofWh'ﬁh r::lufster I belongs. T_h|s Wa.lg we
Both STE and STZCRare calculated for every overlapping ave cluster numbers for all the frame-transitions in a side
window of 511 samples of the audio signal with an overlap. State Machine Representation

of 35 samples at either end of the window at a sampling |n our summary generation approach, we make an attempt
rate of 44100 samples/s. TI®TFF of the audio segment is to capture the semantics associated with a class of videos

estimated over an overlapping window of 2048 samples Wifhd hence we must have a mathematical representation for
an overlap of 284 samples. When no fundamental frequengg complete class of videos.

is estimated, th&TFFis set to zero. Once these features have Hence, we formulate the state machine representation for

been extracted, different audio classes are characteuigied the class and also give complete derivations for transition
statastical property of variance over overlapping wind@f's probabilities associated with the state machine. In ouesta
140 feature samples with an overlap of 40 samples at eitliiachine represenation, states are the various clustarsetbr
end of window. Thus we obtain a feature with a Sample fQj‘smg the Kohonen C|u5tering and we Compute the transi-
every second of the audio. . tion probabilities for the state machine using the Bayesian
2) Visual Features:Color histogram, Edge histogram andapproach. Our state transition machine can be considered
Texture similarities are the three visual features thatum®d s 3 first order markov process in which the probability of
in the current study. In this work we employ the similarityransition to the next state depends only on the curreng stat
between the histograms of two consecutive images as oné) Computing State Transition ProbabilitiesErom the
of the features characterizing the transition. We use th&leo sequence representation, we have cluster numbers for
histogram intersection technique to measure the simjlarigach of the transitions in the video sequence. Let us say that
between fames. Let 'h’ and 'g’ be the two histograms. Themansition from frame 1 to frame 2 belongs to cluster number

similarity is defined as 'i" and that the transition from frame 2 to frame 3 belongs to
" min(h(i), g(i cluster number ’j'. So, when we go from frame 1 to frame 3,
sim(h, g) = ZZT;LZZZ;L' (|Z;|)g(l)) (1) we actually have a transition from cluster 'i’ to cluster.’jn

the same way, we count the number of transitions from each
where,’h’ and’g’ are the two frames in the video sequenceluster to every other cluster for all the videos in the detas
for which similarity measure has to be computét,and|g| If N;; is the number of transition from cluster i’ to cluster
gives the magnitude sum of each histogram arid the size 'j, then P,;, transition probability from state 'i’ to state ’j’ is

of the histogram. The same equation has been used to find gireen by equation 2.

color histogram, edge histogram and texture similarity suea

between the two frames. Pi= — (Vg + 0‘1721 )
Following the extraction of audio and visual features we use (Zj:l Nij + Ej:l ij)

feature fusion to integrate the two to form one combinedaudi Where,«;; are the parameters associated with the dirichlet
visual feature vector. The audio features (with the exceptiprior.
of short time fundamental frequency) are produced at the rat

of 1 sample / sec. whereas video features are obtained at 25 .
samples / sec. In order to bring them both to the same tempdfal Use of Ideal Summaries

scale we take the median value of visual features for every 25By ideal summary, we mean a manually generated summary
features. This gives us a feature vector that is generated dhat the user feels captures the essence of the video. Such
rate of 1 sample / sec. Such a feature vector combines both shnmaries are given as an input to the learning system.
audio as well as the visual cues in the video sequence whileese ideal summaries are used to formulate a state t@nsiti

I1l. SUMMARY GENERATION

taking into account their interdependence. machine (Q) and estimate the corresponding probabilities i
) the same way as we did for generating the state machine
B. Clustering of feature vectors for the complete class of videos. These two state machines

Once the feature vectors for all the videos in the datasamte in turn used to measure the goodness of any generated
have been computed, self-organizing-m&0OM) approach summary. So, the summary generation task reduces to finding
proposed by Kohonen has been used to cluster the data. Onthefsummary for which this goodness measure is maximum.
the reasons for choosing Kohonen clustering approachratfiéne block diagram for the overall summary generation system
than conventional techniques like k-means etc. is that Keho is shown in the Fig 1.
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C. Genetic Algorithm

Genetic Algorithms encode a potential solution to a specific
problem on a simple chromosome-like data structure and
B. Finding goodness measure apply recombination operators to these structures so as to

Let us assume & frame video for which the summary hash coorve cr_|t|cal |nforma_t|on. A b.IOCk. diagram depictiriget
GA evoluationary cycle isshown in Fig 2.

to be generated. The given video is known to belong to a clas'sin the present study, GA has been used to find the sequence

and we have the matrices P and Q for this class of videos. Fqr O . .
) ol frames that optimize the goodness measure defined in

the sake of convenience, let us also assume that we have to_.. .
eguation 3. Here, we represent the sequence of frames by bit

generate a 4 frame summary (i.e the essence of the whg . . : .

: o . . rings in a simple chromosome like data structure and the bi

video can be seen in just 4 frames). So our task is to find the.

oo stfing should have a property that even after crossover and

indices [p,q,r,s] of the four summary frames. Assume that th . : . .
mutation operations it should represent a valid sequence of

cluster numbers associated with these frames are [i,jlkelf .

, frame numbers. Once we have choosen the current generation
us define I, the goodness measure for the generated summar . . .
as: poﬁfulatlon members, next step is that choosing the members
' from the current generation for the next generation accwrdi

to their fitness. Roulette wheel selection method has beeth us

Fig. 1. Block diagram of summarization system

| = Gee; *log Geic; for this purpose. Then reproduction of chromosomes will be
Deiciyr * Peiyicipe * 0 ¥ Pejiey done by Crossover and Mutation operations. In crossover, tw
+ Geep ¥ log dejer chromosomes are used to generate two new chromosomes
Dejejin * Pejircjpe * 000 ¥ Per_rck whereas, in mutation single chromose will be mofified to
+ %1 ke (3) 9enerate a new chromosome. Good values for crossover and
qcyc, * 108 . :
Pegcrgr * Pegyrchrs * 70 ¥ P mutation rates are usually around 0.7 and 0.01 respectively

Then, for the purpose of evaluation, the chromosome is first
where, ¢; is the cluster number associated with framgonverted into a sequence of summary frame numbers. These
number i,p;x is the transition probability from cluster numbemumbers are then plugged into the goodness measure equation
j to cluster number k of P matrix and;,. is the transition 3, The value for the goodness measure returned by this is take
probability from cluster number j to cluster number k of Qs the value of the chromosome. These steps are repeated unti
matrix. a fixed number of iterations are done. The best chromosome

For a summary consisting of a xed number of frames, thigus found is converted to the sequence of frames which is
measure basically evaluates the semantic closenessassbcpresented to the user as the best found summary.

between the frame transitions. The value of the goodness

measure is expected to be good for the sequence of frames IV. EXPERIMENTATION AND RESULTS

whose frame transitions are relatively more probable far th After the algorithm was designed and complete system
given set of exam- ple summaries. That means the sequenas implemented, extensive testing was done to establish
of frames whose frame transitions best captures the seesanthe effectiveness of our system. We have tested our system
of the video corresponds to the required summary. Now, tletensively over two different class of videos viz. hometsh
problem left is to nd out the sequence of frames that optimiparty and Soccer videos. We have first tested our algorithm
goodness measure. We need an algorithm for the purposeausing only visual features and then tested by using aural



- InelliSum: The Intelligent Viden Summariser - IntelliSum -[o]x] - InelliSum: The Intelligent Viden Summariser - IntelliSum
Eile Zdit Yew Felp Eile Zdit Yew Felp

TEEYE TL

Sunnary “rame 1 Summary Frame 2 Summery Frame 3 SumrayFrame 4 Summary Frame 3 Sunnary “rame 1 Summary Frame 2 Summery Frame 3 SumrayFrame 4 Summary Frame 3
p—

HOENE I

Sunmary “rame 8 Summary Frame 7 Summery Frame 8 SumrayFremed  Summary Frare 10 Sunmary “rame 8 Summary Frame 7 Summery Frame 8 SumrayFremed  Summary Frare 10

o |

Surrery Frame 11 SummaryFreme 12 Summary Frama 13 Summery Frane 15 E m m ] 11 Summary Frere 12 13 Summary Tame 14 Summary Frare 15 E m m ]
00:Cof 3:920 Jofbeld 0003043 Jof 1048
ez = = e .
- g ~ idzo Detals: o idzo Detals:
Giyerunvideos\h.av [ R ) . Glyenn videostsoccerid s
Durafion:0:820 fo—5 - Duratiore 0: 043
Totsl Fianes 8410 Total Fiames: 1049
Sarmery Frame 18 Summary Frerre 17 Summary Frama 18 Summary “rame 18 Summary Frare 20 Feama Bate: 15000000 Sarmery Frame 18 Summary Frerre 17 Summary Frama 18 Summary “rame 18 Summary Frare 20 Famz Rate: 23000000
vid hurr 56 vid nurr: 30
OPENYIDEOFLE OPENYIDEOFLE
Specify Surmary Size (Vo ofFamsg): (20 Specify Surmary Size (Vo ofFamsg): (20
GENERATE SUMMARY GENERATE SUMMARY

| DEPAVSUMIARY . DISPUAYSUWIARY ]

|

Azt WG B Sreign | SRt [@itaiin- | Blanei-non [Dainamn [Beison . NS8O nae  AAste] | B4 5 B0 Snsi ClResils iisiin-ioo |[BimeliSum: T Elonel-nocvi | N EBID 0iip
“Amml — Hem Ll “Aﬂﬂr;ssl 7 ew g gl
Fig. 3. GUI interface showing summary results for a homet-giaoty Video Fig. 4. GUI interface showing summary results for a socceledi
10 fold cross validation results for homeparty videos
features along with visual features. It is observed thatethe 1 ‘ ‘ ‘ :
is an improvement in the results when we consider aut ‘.
features along with the visual features. This improveme ik Ty |
can be well seen from the subjective verification. The GL
interface showing results of 20-frame summaries for hom
shot party videos as well as for soccer videos using combin 081 1
aural and visual features have been given in Figs 3 and
respectively. & ik |
Summary verification is an extremely subjective task and tl 7
quality of result will vary widely from subject to subject. E
We have used subjective precision and recall measures g Mer 1
asses the summary quality subjectively. To validate our r :
sults, we have performed ten-fold cross validation, fivietfo 0t |
cross validation and two-fold cross validations. The Scibje
precision-Recall graphs of ten-fold cross validation fattb
homeparty and soccer video data set for the two cases i.e w B 1
and without using aural features are shown in Figs 5 and
respectively. 03k 1
V. CONCLUSION 0 ‘ ‘ ‘ ‘ ‘ ‘
02 03 04 05 06 07 08 08 1
We have presented a Video Summarization system f Recall

summarizing videos known to belong to a class of video

We have used semi-supervised learning to capture the high

level semantics associated with a set of videos and to mal9- 5. Subjective assesment of summary results for horrig-paieo

them to low level features. Though, in past semi-supervised

learning has been used for a number of applications like

Face recognition, Gesture Recognition, Medical systeins e. but this work is the first attempt at using a semi-supervised
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Fig. 6. Subjective assesment of summary results for a soddeo

learning algorithm for the purpose of video summarization.
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