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ABSTRACT However, opaque nature of this data (data stored in form of
bits and sampling frequency) does not convey any significa-
tbn information about its contents to the user. These facts
make the task more challenging. Audio plays an important
) X S o . role in handling the multimedia data as it is easier to preces
ing the predictable part of the audio signal. This informoati when compared to the video data, and also the audio data
if added to existing audio classification systems pasedgm S€contains perceptually significant information. Audio ixee
mental and subsegmental features, can result in better pqﬁ-g is the task of dealing with analysis, storage and regtiev

forming combined system. The audio specific SUPrasegmelys vy e multimedia data based on its audio content [2, 3].Clas

tal information can not only be perceived by listening to thesification of the audio data into different categories is one

residual, but can also be seen in the form of excitation pealﬁ?ﬂportant step in building an audio indexing system
in the residual waveform. However, the challenge lies incap '

turing this information from the residual signal. Higher or _ _ ) ) ) )
der correlations among samples of the residual are not known 1h€ information about the audio category is contained in
to be captured using standard signal processing and statisi1® €xcitation source (subsegmental), system/physicabgi
cal techniques. The Hilbert envelope of residual is shown téSegmental) and behavioral (suprasegmental) chardaeris
further enhance the excitation peaks present in the residu@f the audio data. For humans, the information about the
signal. A pattern specific to an audio class is also observe@tdio category is perceived by listening to a longer segment
in the autocorrelation sequence of the Hilbert envelope. AT audio signal. This other level of information contained i
audio-specific pattern is also observed the statistics ief th € audio signal is the suprasegmental information, thiais
autocorrelation sequence. This indicates the presendesof tVariation of the signal over long duration (typically 50 mes t
audio-specific suprasegmantal information in the resigigal 200 Ms) in case of speech. These behavioral characteristics
nal. Support Vector Machine (SVM) is used to classify theOf the audio data are perceived in the Linear Prediction (LP)

patterns in the variance of the autocorrelation sequence fé€sidual [4] of audio signal also. Sometimes this differenc
the audio clip classification task. may not be noticed in the waveform, but can be perceived

_ - while listening to the signal. The residual of a signal may
Index Terms— Audio classification, Suprasegmental fea-pe |ess affected by channel degradations as compared to the
tures, Linear prediction residual, Hilbert envelope, Supp spectral information [5]. Hence, it is worthwhile to exsor

In this paper, presence of the audio-specific supraseginen
information in the Linear Prediction (LP) residual signsl i
demonstrated. The LP residual signal is obtained aftervemo

Vector Machines (SVMs) these features for audio clip classification task. This pape
emphasizes the importance of the suprasegmental informa-
1. INTRODUCTION tion presentin the LP residual of the audio signals. An audio

classification system based on suprasegmental features, if

Large volume of the multimedia data is in use today forcombined [6] with existing systems based on the .segmental
various applications. Statistics show that the volume of’> 8 9] and subsegmental [10, 11] features, can give arbette
the multimedia data in use is abol® times to that of Performingaudio classification system.

the text data Http://www sins. ber kel ey. edu/

resear ch/ proj ect s/ how much- i nf o/ sunmary. The classes considered for study are advertisement, car-
ht m ). Content-based analysis of the multimedia data [1}foon, cricket, football and news. The behavioral charéster

is important for targeting and personalization applicadio tics of the audio is also perceived in the form of the sequence



of the excitation peaks in the LP residual of signal for theThe linear prediction coefficient§a;} are determined by

five audio classes considered for study. The excitationpealminimizing the mean squared error over an analysis frame.
can further be enhanced using the Hilbert envelope [12] of
the residual signal. The gap between the excitation peakzs

corresponds to the pitch period in the case of speech. The‘2' Suprasegmental Features in the LP Residual Signal

pitch period varies for different audio signals. The catégd The behavioral characteristics of one audio category miffe
considered for the study are combination of various audigrom that of the other. In Fig. 1, the LP residual signals for
components, like, speech and music [10]. Hence, the patterfive audio categories are shown. In Fig. 1, one may notice
in the excitation peaks in the Hilbert envelope for différen some differences in the patterns in the residual signalyef fi
audio categories are also a combination of periodicitigh®f 5ydio categories. Sometimes this difference may not be no-
audio components, which varies for different categori¢® T ticed in the waveform, but could be perceived while listenin

pattern in these excitation peaks leads to a pattern in thlkespe tg the residual signal. Hence, it is worthwhile to exploresté
in the autocorrelation sequences of the Hilbert envelope fofeatures for audio clip classification task.

the five audio categories. It further leads to differenistiatl
distribution of autocorrelation peaks for different audat- Patterns in the LP residual signal are in the form of a se-

egories. This emphasizes the presence of the audio-specifigence of excitation peaks. These excitation peaks can be

suprasegmental information in the LP residual signal. Supegnsidered as event markers. The sequence of these events

port Vector Machines (SVMs) are used to classify the pattergontain important perceptual information about the soofce

in the variance of the autocorrelation sequence for thecaudigycitation and behavioral characteristics of audio. Bielis

clip classification task. The classification accuracy acie ing to the residuals of different types of audio clips, one ca

is 60%, on a test database of 100 audio clips (20 clips for eac(mstinguish between speakers, music, instruments, etci- Ex

class) recorded from TV broadcast. Each clip is recorded fofation peaks can further be enhanced by taking the Hilbert en

about 10 sec. duration with 8 KHz sampling frequency. velope of residual signal. The Hilbert envelope computatio
removes the phase information present in the residuakliyer

Section 2 discusses the presence of the suprasegmentding to better identification of the excitation peaks.
information in the LP residual signal. Section 3 discusses

the Hilbert envelope, and also discusses the presence of the

audio-specific suprasegmental information in the Hilbert e 3. THE HILBERT ENVELOPE OF THE LP
velope. The methods to extract suprasegmental information RESIDUAL SIGNAL

from the Hilbert envelope are discussed in Section 4. In Sec-

tion 5, SVMs have been discussed for pattern classificatiod-1. Computation of the Hilbert Envelope from Residual
task. Section 6 presents the experimental results. SegtionSignal

concludes the paper. The residual signal is used to compute the Hilbert envelope,

where the excitation peaks show up prominently. The Hilbert

2. SUPRASEGMENTAL FEATURES IN THE LP envelope is defined as,
RESIDUAL SIGNAL
he(n) = v/€*(n) + h?(n) ®)

2.1. Computation of LP Residual from Audio Signal _ : : .
P g whereh.(n) is the Hilbert envelopes(n) is the LP residual

The first step is to extract the LP residual from the audio sigandh(n) is the Hilbert transform of the residual. The Hilbert
nal using linear prediction (LP) analysis [4]. In the LP anal transform of a signal is the0® phase shifted version of the
sis each sample is predicted as a linear weighted sum of tigiginal signal. Therefore, the Hilbert envelope represéme
pastp samples, wherg represents the order for prediction. If magnitude of the analytic signal,

s(n) is the present sample, then it is predicted by the past

samples as, z(n) = e(n) + ih(n) 4)
p
s'(n) = — Z%S(n — k) (1) Wherez(n) is the analytic signale(n) is the residual and
=1 h(n) is the Hilbert Transform of the residual.

The difference between the actual, and predictable sample

) - . . The Hilbert envelope computation removes the phase in-
value is termed as prediction error or residual, given by,

formation present in the residual. This leads to emphasis of

» the excitation peaks. The excitation peaks are further emph

e(n) = s(n) — 8'(n) = s(n) + ZakS(n K @ S|zgd by using the neighborhood |n'f<.)rmat.|on of each sam-
P ple in the Hilbert envelope. The modified Hilbert envelope is



Residual Amplitude for Audio Clips
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Fig. 1. The LP residual for the segments of audio clips belongirfiytoaudio categories.
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Fig. 2. The waveform, LP residual, Hilbert envelope, modified Eitenvelope of the residual signal for a noisy audio segment



computed as, clear peak distribution is found in football, advertisemand
noisy regions of cricket audio clips, but peak strengthglére

hem (1) = hZ(n) (5) ferent in autocorrelation sequences for these three cég¢sgo
em Zizjﬁ % In clear commentary regions of cricket audio, the pattern is

similar to that of news clip. Hence the distribution of these
whereh,,, (n) is the modified Hilbert envelopé,.(n) is the  peaks gives an evidence of suprasegmental charactenstics
Hilbert envelope andis the number of samples on either side different audio categories. The variance of autocorretese-
of the neighborhood of current sampie quences along frame sequence axis for eacsbto 200"
sample are calculated. The variance for five test clips lgelon
ing to different audio classes, is plotted in Fig. 5. A patter
specific to audio classes is observed in variance plots. This
pattern in variance of autocorrelation sequences is etilfor
Fig. 2 shows the residual, the Hilbert envelope and theudio clip classification using SVMs. SVMs are well-known
corresponding modified Hilbert envelope for a noisy audidor their good generalization performance [13].
(speech) segment. It can be noticed that the excitationspeak
are clearly vi§ibl_e in the mpdified Hilbert gnvgldpé’he gap 5. SUPPORT VECTOR MACHINES FOR
between excitation peaks is the pitch period in case of $peec CLASSIFICATION
signal, which varies for different audio signals. The cate-

gories considered for the study are combination of variougupport vector machines [13] for pattern classification are
audio components. Hence the patterns in the excitationspeakyjit by mapping the input patterns into a higher dimensiona
in the Hilbert envelope for different audio categories ds@a feature space using a nonlinear transformation (kernal-fun
a combination of events of the audio components. As showaon), and then optimal hyperplanes are built in the feature
in Fig. 3, the pattern over a longer duration of segment, ispace as decision surfaces between classes. Nonliness tran
excitation peaks is different for different audio categsri  formation of input patterns should be such that the pattern
hence it could be utilized for audio clip classification task  ¢|asses are linearly separable in the feature space. Accord
ing to Cover’s theorem, nonlinearly separable patterns in a
4. EXTRACTION OF SUPRASEGMENTAL multidimensional space, when transformed into a new featur
FEATURES PRESENT IN THE HILBERT ENVELOPE space are likely to be linearly separable with high protigbil
provided the transformation is nonlinear, and the dimensio
As discussed in previous section, there is audio-specfficin  of the feature space is high enough [14]. The separation be-
mation at the suprasegmental level in the LP residual signaiween the hyperplane and the closest data point is called the
which can be perceived by listening to the signal, and it camargin of separation, and the goal of a support vector ma-
also be observed in the Hilbert envelope of the LP residuathine is to find an optimal hyperplane for which the margin of
signal, as shown in Fig. 3. One method to capture this pattergeparation is maximized. Construction of this hyperplane i
in the Hilbert envelope is by taking the autocorrelationref t performed in accordance with the principle of structurskri
Hilbert envelope. For a segment of 100 ms of the Hilbertminimization that is rooted in Vapnik- Chervonenkis (VC) di
envelope the autocorrelation sequence is calculated. Thwension theory [15]. By using an optimal separating hyper-
reason for choosing 100 ms window size for calculation ofolane the VC dimension is minimized and generalization is
the autocorrelation is that the long term characteristitk® achieved. The number of examples needed to learn a class of
audio signal are of interest. The window is further shiftgd b interest reliably is proportional to the VC dimension ofttha
50 ms, and calculation of the autocorrelation is repeated ticlass. Thus, in order to have a less complex classificatien sy
whole length of the audio clip is considered. These autocoitem, it is preferable to have those features which lead sefes
relation sequences (starting fratf’ sample from the center number of support vectors. The performance of the pattern
peak to400*" sample, normalized with respect to the centralclassification problem depends on the type of kernel functio
peak) are plotted in Fig. 4 for a clip for each of the five audiochosen. In this work, we have used radial basis function as
categories considered. the kernel, since it is empirically observed to perform éett
than the other types of kernel functions.
It can be seen in Fig. 4 that for a news audio there is a
sharp peak in autocorrelation sequence araifiti sample, 6. EXPERIMENTAL RESULTS
and the pattern is relatively uniform. While for cartoon au-

dio the peaks occur at an interval of (aroudsamples. No  The experimental results of audio clip classification based
LFor this study modified Hiloert envelope is considered. Siiowing on suprasegmental features present in Hilbert envelop@of L

text whenever Hilbert envelope is mentioned, it actualfgreto the modified ~ esidual Usmg.are Shf)W” in Table 1-_ The variance Sam_ples
Hilbert envelope. sequence, derived using autocorrelation sequences afrtilb

3.2. Presence of Suprasegmental Features in the Hilbert
Envelope
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Fig. 3. The Hilbert envelope of the residual signal for the segmehtudio clips belonging to five audio categories.
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Table 1. Audio clip classification performance based on
suprasegmental features using SVM.

No. of clips correctly classified
Audio Class (out of 20 test clips for each class
Advertisement 11
Cartoon 19
Cricket 16
Football 04
News 10

~

Hilbert lepeeof five audio categories (for 5 test clips).

and football have casual speech and other background sounds
like noise. Noise is more in the case of football audio. Adver
tisement audio has has many variations within it, and music
is a part of advertisement audio also. In Table 1, it can be ob-
served that for Cartoon class, the performance is maximum.
This is because there is a well defined pattern that can be dis-
tinguishable perceived in cartoon class. Analysis of d@a a
supports this point. For humans also at times cricket clig ma
sound like news (when game is slow), or advertisement clip
may sound like sports clip (for kids related advertisemgnts
while cartoon clips have distinct suprasegmental charigete
tics. Results of advertisement, cricket and news data &so b
supported by the analysis of data and pattern in variance and
autocorrelation sequences. The clips belonging to fobtbal

envelope, is used as feature vector for SVMs. 75 audio clipglass are very noisy, which result in poor pattern in the -auto
(15 C”pS for each audio C|aSS) are used for training SVMcorrelation and variance sequences.

Each clip is recorded from TV broadcast, for about 10 sec.
duration with 8 KHz sampling frequency. It can be observed
from Table 1 that this technique gives an average accuracy of

60% on a test database of 100 audio clips (20 clips for each thg cajculation of LP residual, Hilbert envelope and au-

class).

tocorrelation sequence is done based on speech knowledge
for which the results are given in Table 1. However, the para-

The five classes considered for the present study shometers used for study may not be appropriate for various au-
variations among them. News audio has clean speech, whitho classes. Hence a detailed study for obtaining the optima
speech for cartoon category differs from the news speech idass-specific parameters needs to be conducted to improve
terms of prosody. Music is a part of cartoon audio. Crickethe performance of the system.



7. CONCLUSIONS AND FUTURE WORK

9]

The information present in audio signal can be categorized
at three levels - subsegmental, segmental and suprasegmen-
tal. In this paper the presence of audio-specific suprasegme

tal features in the LP residual signal is discussed as an addiL0]

tional evidence for audio clip classification task. The gt

in the excitation peaks in the LP residual for different audi

categories is enhanced by taking the Hilbert envelope of the

residual signal. The statistics of the peak distributiothia

autocorrelation sequences of the Hilbert envelopes areatbt

(11]

to be different for the five audio categories. The variance of

autocorrelation sequences is utilized for audio clip éfess

tion using SVMs. For future work, the study needs to be ex-

tended to capture more variations in audio categories,@and f

greater number of audio categories. Further study is needgg?]
to explore the combination of features from the residual and

spectrum to obtain significantly better performance.
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