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Abstract

My research is driven by my curiosity about the
nature of intelligence. Of the several aspects that
characterise the behaviour of intelligent agents, I
primarily study sequential decision making, learn-
ing, and exploration. My interests also extend to
broader questions on the effects of Al on life and
society. In this paper, I present four distinct inves-
tigations drawn from my recent work, which range
from theoretical to applied, and which involve both
analysis and design. I also share my outlook as an
early-career researcher.

1 Introduction

This paper serves as my response to the conference’s kind in-
vitation to share my experiences as an early-career researcher.
The context impels me to preface the technical portion (sec-
tions 2-5) with a few words on how the projects described in
the paper came to into being. I especially hope this account
will benefit young researchers.

It is tempting to somehow unify the various threads of
one’s work and present them as a well-knit, cohesive body
(preferably with a short name), which is carried forward pur-
posefully and surefootedly. In reality, my research is a loose
federation of investigations, conceived under varying circum-
stances and constrained by time, expertise, and resources. If
I had to pick one scientific theme that most influences my
research, it would be the very broad question of how “intelli-
gence” works. I became acquainted with a particular line of
inquiry related to this question during my Ph.D., which was
on the topic of reinforcement learning. The investigations I
proceed to describe were all undertaken subsequently.

A conversation with a probing theoretician made me re-
alise how little I knew about computational aspects involving
MDPs, which are a standard abstraction used in reinforce-
ment learning. Section 2 summarises a resulting line of work,
which is entirely theoretical. The idea outlined in Section 3
is from the thesis of my student Arghya Roy Chaudhuri, who
proposes a practical approach to tackle exploration problems
with a very large (even infinite) number of choices. The
projects described in sections 4 and 5 are both outcomes of
my interest in the application of Al. Section 4 presents an on-
line scheduling solution for India’s large railway network. In

Section 5, I summarise a paper that maps out unique opportu-
nities and challenges for Al in India. I conclude in Section 6
by sharing my outlook as an early-career researcher.

2 Complexity of Policy Iteration

Markov Decision Problems (MDPs) are a well-studied,
widely-used abstraction of sequential decision making in
stochastic environments. A common definition takes an MDP
as a tuple (S, A, R, T,~), where S is a set of states in which
an agent can be, and A the set of actions it can take. The
reward function R assigns an immediate numeric reward for
taking action a € A from state s € S. The transition func-
tion T gives the probability of reaching state s’ € S, con-
ditioned on (s, a). Consider an agent that interacts with the
MDP over time ¢ > 0, starting from state s®att = 0. If the
agent acts according to a policy m : S — A, which speci-
fies the action to take from each state, it traverses a random
“state-action-reward” trajectory s°,a% r% st al,r! 5% ...,
wherein a' = 7(st), rt = R(st,a'), and s'T1 ~ T(st,al)
for ¢ > 0. The essence of sequential decision making is to
take actions that strike the right balance between immediate
and future rewards. In one standard formulation, the value of
each state s € S under policy 7 is given by

VT(s) = Ex[r® +yrt + 422 4 ... [s° = 4],

where «y € [0, 1) is a discount factor. It is a well-known result
that every MDP has an optimal policy 7* : S — A such that
for every policy 7 and state s € S, V™ (s) > V™ (s). MDP
planning is the problem of computing an optimal policy for a
given MDP (S, A, R, T, 7).

Policy Iteration (PI) is one of the three main algorithmic
approaches to MDP planning, the other two being value it-
eration (VI) and linear programming (LP) [Littman er al.,
1995]. Given an input MDP, PI is initialised with an ar-
bitrary policy my. For illustration consider an MDP with
S = {s1,52,s3}, and A = {1,2,3,4}. Suppose my(s1) =
2,mo(s2) = 1,mo(s3) = 3, as depicted in Figure 1. The
first step in PI, called policy evaluation, is the computation of
V7. The second step, policy improvement, thereafter iden-
tifies a set of “improving” actions for each state. If 7 is an
optimal policy, it is guaranteed to have no improving actions
for any state; otherwise at least one state is sure to have a non-
empty set of improving actions. In our illustration, s; has two
improving actions, ss none, and s3 one. Now, consider any
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Figure 1: Illustration of the policy improvement step in PI on an

MDP with three states and four actions. Explanations are in the text.

arbitrary policy m # m that differs from 7y only on states
that have improving actions, and moreover, on the states it
does differ, 7 takes some improving action of my. An impor-
tant result called the policy improvement theorem establishes
that for any such policy 7, V™ (s) > V™(s) for s € S, and
there is at least one state § € S such that V™ (5) > V70(3).
In essence, 7 strictly dominates, or improves, . In our ex-
ample from Figure 1, 7y has five improving policies, m1—5.

The policy evaluation and improvement steps to go from
o to an improving policy 7 can now be repeated from 7
to obtain an improving policy 7'—and this iterative process
continued until an optimal policy is found. On an MDP with
n > 2 states and k > 2 actions, each iteration can be com-
pleted using poly(n, k) arithmetic operations. The total num-
ber of iterations is trivially upper-bounded by £", which is the
number of policies. Does PI, which is typically very efficient
in practice, enjoy tighter upper bounds in terms of n and k?

Algorithms from the PI family vary in their switching
rule, which determines the improving policy selected when
a choice is available. The most common variant of PI is
Howard’s (or greedy) PI [Howard, 1960], in which every state
with improving actions is switched (the choice made among
improving actions is arbitrary). In our illustration, Howard’s
PI would proceed from my to either w3 or m5. Mansour and
Singh [1999] show that Howard’s PI takes at most O(k™/n)
iterations to terminate. They also devise a randomised vari-
ant of PI that is shown to take at most O((k/2)™) expected
iterations for large k, and O(1.7172™) expected iterations for
k = 2. In their algorithm, the iterate following 7 is one
among m1—75, picked at random.

Our investigation into the complexity of PI has thrown
more light on the structure of the policy space in MDPs,
which we exploit to furnish tighter running-time bounds. For
instance, we describe a deterministic variant of PI that takes
at most O(k%70197) jterations for k& > 2 [Kalyanakrishnan
et al., 2016a; Taraviya and Kalyanakrishnan, 2019], as well
as separate randomised variants that take O(2 + In(k — 1))"
expected iterations for k > 2 [Kalyanakrishnan ez al., 2016b]
and O(1.6001™) expected iterations for k = 2 [Taraviya
and Kalyanakrishnan, 2019]. We also show a bound of
(O(Vklogk)™) expected iterations for a randomised variant
of Howard’s PI [Taraviya and Kalyanakrishnan, 2019].

Although the upper bounds given above for PI are the tight-
est ones known currently in their respective categories, they
remain substantially separated from known lower bounds. In

fact, a significant outcome of our body of work is the many
open problems it has unearthed. Most significant among these
would be to make any progress on tightening the upper bound
for Howard’s PI when k& = 2. The current best upper bound
remains the O(2"™ /n) iterations shown by Mansour and Singh
[1999], whereas the tightest known lower bound is only 2(n)
iterations [Hansen and Zwick, 2010]. Based on trends ob-
served in small MDPs, we conjecture that O(¢") is a valid

upper bound, where ¢ = 1+T‘/5 < 1.6181 [Kalyanakrish-
nan et al., 2016al. From a lower-bounding perspective, it
remains unknown whether there exist MDPs with k£ > 2 ac-
tions in which some PI variant can visit all £™ policies. The
answer is affirmative for ¥ = 2 [Melekopoglou and Condon,

1994]. Our lower bound of Q(v/k") iterations [Ashutosh e
al., 2020] is the tightest lower bound known yet for k > 3.

3 Quantile-regret Minimisation in Bandits

Suppose I have K > 2 coins with me, each having some
fixed, unknown bias (the probability of showing up heads
when tossed). Imagine that I invite you to pick and toss coins
from this collection 7" times, 7' > 1. At every step you can
choose any of the K coins, using the outcomes of the previ-
ous tosses to inform your choice. Now, if I promise to pay
you as many Rupees as the number of heads you obtain from
your 7' tosses, how would you go about your task?

Since your knowledge about the biases can only come from
tossing the coins, you will have to explore sufficiently to gain
confidence in your estimates. At the same time, since your
payment depends on the overall number of heads, you must
also exploit seemingly optimal coins, identified based on their
empirical performance. This need to balance between explo-
ration and exploitation is usually formalised in the language
of stochastic multi-armed bandits [Robbins, 1952], wherein
each arm corresponds to a coin, and a pull of the arm reveals a
probabilistic reward (in our case a Rupee for a head and none
for a tail). Applications include sequential drug testing (arm
= drug, mean reward = efficacy), on-line advertising (arm =
ad, mean reward = click-through rate), and many others.

The most widely-used objective for bandit problems is that
of minimising regret. If you somehow knew the mean re-
wards of each arm a priori, it is clear that you will maximise
your expected payment by always pulling an arm with the
largest mean reward. If this quantity is p*, then the expected
reward from T pulls is T'p*, something no strategy can better.
In reality, since the mean rewards are unknown, some amount
of payoff is sacrificed on account of having to explore, and the
expected aggregate reward will be f(T') < T'p*. The regret of
a strategy is defined to be the difference T'p* — f(T'). It is well
known that any reasonable sampling algorithm must incur at
least (K log T') regret [Lai and Robbins, 1985]. Many algo-
rithms indeed achieve O(K logT') regret [Thompson, 1933;
Auer et al., 2002].

Unfortunately, even optimal regret-minimisation algo-
rithms can be impractical if the number of arms K is itself
large. In applications such as on-line advertising and molec-
ular drug design, K can easily be a few millions—so large
that most arms cannot be pulled even once! The most com-
mon workaround is to look for some additional information



about the set of arms. Some authors assume that the arms can
be embedded in a metric space, in which the mean rewards
vary continuously [Kleinberg, 2005]. Others associate feature
vectors with arms, assuming that mean rewards come from
a linear combination [Dani et al., 2008]. These approaches
tend to fail when associated hyperparameters (say related to
Lipschitz constants) are not tuned well, or when underlying
assumptions (such as the linearity of rewards) do not hold.

We propose a conceptually simple alternative to regret min-
imisation in problems where K is large [Roy Chaudhuri and
Kalyanakrishnan, 2018]. Rather than compare an algorithm’s
performance with that of always pulling the best arm, we
compare it with obtaining the (1 — p)-th quantile of the dis-
tribution of the arm’s mean rewards, for given p € (0,1).
For example, if p = 0.1, we desire an algorithm that can
perform on par with the arm at the 90" percentile. This con-
cession is justified in many practical applications, wherein
the mean reward distribution is not especially skewed at the
higher quantiles. Significantly, the revised objective, called
quantile-regret minimisation or p-regret minimisation, opens
the door to a new algorithmic strategy.

Whereas (regular) regret-minimisation requires each arm
to be pulled at least once, for p-regret minimisation, it suffices
to first select a smaller number of arms at random, and to re-
strict pulls to this subset. The principle behind the approach
is that for any ¢ € (0, 1), a subset of size ©((1/p)log(1/4))
selected uniformly at random will contain an arm from the
top p fraction with probability 1 — §, independent of the to-
tal number of arms K. Thus, one can achieve the same p-
regret growth rate across all K (which can even be infinite).
We provide algorithms and upper bounds on the p-regret that
are sub-linear in 7' [Roy Chaudhuri and Kalyanakrishnan,
2018], in fact even when the randomly-chosen subset can
only be constant-sized [Roy Chaudhuri and Kalyanakrishnan,
2020]. Empirical evaluations demonstrate both qualitative
advantages and performance gains over regret-minimisation
strategies when K is large.

4 Policy Search for Railway Rescheduling

The Indian railway network annually carries the most pas-
sengers in the world, in addition to over a billion tonnes of
freight. However, its “track-length per passenger” is only a
fraction of those of networks in the United States and China.
The large carrying capacity coupled with limited infrastruc-
ture results in significant challenges in scheduling.

We propose an approach based on policy search to the
railway “rescheduling” problem [Prasad et al., 2020]. The
two inputs to the rescheduling problem are the infrastructure
of the network and a reference timetable. The infrastruc-
ture comprises a list of the stations, intermediate segments,
their connectivity, track lengths, and so on. A reference
timetable has an entry for each train, giving its desired ar-
rival and departure times at each station, travel times between
stations, and such. The main catch in implementing the refer-
ence timetable is that the infrastructure might not support it.
For illustration, consider a station from which the reference
timetable requires two trains to depart at the same time, in the
same direction. If there is only a single track leading out in

the intended direction, at least one of the trains must necessar-
ily wait. The objective of rescheduling is to generate a revised
timetable that (1) respects all the infrastructural constraints,
while (2) minimising the aggregate, priority-weighted depar-
ture delay, abbreviated PWDD, which is calculated relative
to the reference timetable. Since rescheduling algorithms are
run whenever there are unexpected delays in operations, they
must be able to compute schedules within a few minutes.

Whereas the rescheduling task can be formulated accu-
rately as an MDP, its extremely large state space (exponen-
tial in the number of resources) rules out exact solution tech-
niques. In recent work, Khadilkar [2019] demonstrates rea-
sonable success with an approximate form of Q-learning,
which outperforms several heuristic approaches common in
the transportation literature [Khadilkar, 2017]. We propose
a policy search method as an alternative to Q-learning, and
show significant gains in PWDD [Prasad e al., 2020].

Demands on computation and memory constrain solutions
to use only localised state representations, which view each
train in isolation, rather than describe the full cross product.
Unfortunately, value function-based reinforcement learning
methods such as Q-learning are dependent on the Markov
property, which is only weakly satisfied by such represen-
tations. By contrast, policy search approaches (such as hill
climbing and evolutionary algorithms) bypass value function
learning altogether, instead aiming to directly optimise the
desired objective function (here PWDD for the entire net-
work). An additional advantage of policy search methods is
that they can readily accommodate domain knowledge. For
example, we embed a manually-designed rule for deadlock-
avoidance in our scheduler, and only optimise the control that
follows downstream. The component we optimise takes as in-
put the local features of a given train, and determines whether
the train must be moved or not. This mapping is implemented
using a neural network, whose few hundreds of weights are
the policy parameters optimised.

Table 1 compares the PWDD obtained by our policy search
method (using CMA-ES [Hansen, 2016]) with that of the
Q-learning approach of Khadilkar [2019]. Results are aver-
ages from 100 “randomly perturbed” timetables [Prasad et
al., 2020]. Observe the consistent gains in each of two syn-
thetic and three real, dense railway lines. Encouraged by
these positive results, we continue to refine our solution for
scalability and performance. One effort currently underway
is to generalise our algorithm to handle branching in networks
(the results shown in Table 1 are all on linear topologies).

Line Stations Trains  Span PWDD /minutes
PS QL
SYN-1 11 60 4 hours 4.28 4.78
SYN-2 11 120 7hours 15.5 18.54
KRCL 59 85 3days 42.34 43.04
Kanpur 27 190 3days 3.92 4.65
Ajmer 52 444 7 days 1.54 1.66

Table 1: Benchmark railway lines, and a comparison of PWDD val-
ues obtained by policy search (PS) and Q-learning (QL).



5 Alin India

The last decade has witnessed the dramatic surge Al and its
entry into our daily lives. What effects has Al had on life
and society; what is its future trajectory? We argue that so-
cieties must not view Al as an independent, universal force
in whose path they happen to lie, but rather, actively direct
its course and engage with it on their own terms [Kalyanakr-
ishnan er al., 2018]. As a concrete example, take self-driving
vehicles, which have been the flagship of the advent of Al in
the United States [Stone et al., 2016], and are popularly per-
ceived as synonymous with Al. On the other hand, countries
such as India have the choice of ignoring self-driving vehi-
cles altogether as they plan their technological growth. They
could instead invest in integrated public transportation sys-
tems, which, incidentally, can also benefit from data-driven
Al techniques for planning and scheduling. In other words,
although the common view of Al is often defined by its end
products, a more useful interpretation of Al is as a set of pow-
erful, general-purpose tools, which can be used to create a
variety of products and services.

The blossoming of Al opens up many opportunities spe-
cific to India. Modern techniques in speech recognition and
natural language processing can be applied in many ways to
preserve and enhance the country’s linguistic diversity. The
success of these methods depends critically on the availabil-
ity of large data sets [Banko and Brill, 2001]. Hence, it is
essential to bring more local-language data into an accessible
digital format. In fact, across a wide variety of areas, Al-
driven development can be promoted by the creation of struc-
tured and linked public data sets [Wood er al., 2014]. Take
the example of the healthcare sector, where the country faces
significant shortages of infrastructure and personnel. While
Al cannot substitute for these fundamental elements, it can
inform and augment existing processes. Even relatively basic
data analysis performed at a large scale can yield valuable in-
puts to policy making [Salvi et al., 2015]. Interestingly, the
process of digitising and structuring data can itself be sup-
ported by Al techniques such as OCR and text mining

An investment in Al to realise its opportunities needs to
by accompanied by policy-making to address accompanying
challenges. Job losses are an immediate concern as Al re-
places human skill at the workplace. Also worrying are pos-
sible long-term effects caused by existing divisions based on
caste, gender, and economic power. For instance, much opti-
mism about Al stems from the fact that smart phones—a con-
venient vehicle to carry data and services—have now reached
the far corners of the country. Yet, significantly fewer women
have access to mobile phones than men: the gender gap could
actually widen as more services migrate to smart platforms.
It is another matter that the “tech” industry is dominated by
men, and this imbalance leads to a strong gender bias in the
products and services created [Truckenbrod, 1993].

We emphasise the need for rigorous academic scholarship
on the effects of AI on Indian society [Kalyanakrishnan et al.,
2018]. It is essential that technological development through
the efforts of computer scientists and engineers is comple-
mented by independent assessments and contributions from
social scientists, lawyers, and policy-makers.

6 Outlook

As an early-career researcher working in the field of Al, my
own (constantly evolving) goals are set by my commitments
to science, to engineering, and ultimately to society.

As evidenced by sections 2—4, there is no shortage of
interesting scientific problems and applications to keep me
busy. From a technical standpoint, a long-term target would
be to understand how faculties such as sensing, language-
processing, control, learning, and search—which are usually
studied in isolation—interact with each other and integrate
into complex, intelligent systems. It is also becoming evident
that in practice, agents need to be designed for co-existence
with humans, whose trust and confidence they must evoke. I
hope to work closely with industry partners to get a clearer
“end-to-end” picture of deployed agents. Also of interest are
“grand challenge” demonstrations [Silver et al., 2016] that
can excite young minds to take up research in Al

Although the opportunities offered by Al are plentiful, the
incentives for pursuing them are heavily skewed in favour of
those with commercial prospects. For illustration, consider
a project to develop a translation engine for a language that
is spoken only by a small community, of a few thousands of
people. Such a project is unlikely to catch the attention of
any large company that is answerable to its shareholders. On
the other hand, with available open source tools and cloud-
based computing resources, it is reasonable to expect that at a
basic technical solution can be put together by a small group
of dedicated enthusiasts, including some from the community
itself. The main stumbling block would be the group’s lack
of training and exposure to modern Al techniques. One can
easily imagine many other applications that potential benefi-
ciaries might not have the technical skills and knowledge to
develop. As an educator, one of my main goals is to promote
the “democratisation” of AI—to train and enable students to
develop Al for their own needs. I believe this approach is
necessary to achieve equitable socioeconomic development.

A career in Al is bound to encounter ethical challenges
in the coming years. I am committed to making responsible
choices, even if they are inconvenient.
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