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It is relatively straightforward to handle all these variations.
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- **Average reward** (withholding some technical details):
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Controlling a Helicopter (Ng et al., 2003)

- Episodic or continuing task? What are S, A, T, R, γ?

[1]

Winning at Chess

Episodic or continuing task? What are $S, A, T, R, \gamma$?

[1]

Preventing Forest Fires (Lauer et al., 2017)

Episodic or continuing task? What are $S, A, T, R, \gamma$?
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- For $a \in A$, treat reward of $(s, a, s')$ as a random variable.
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Markov Decision Problems

- MDP, policy, value function
- MDP planning problem
- Policy evaluation

- Alternative formulations of MDPs
- Some applications of MDPs

- Banach’s fixed point theorem
- Bellman optimality operator
- Value iteration
- Linear Programming
- Policy iteration