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Reinforcement Learning

1. Prediction with Monte Carlo methods

2. On-line implementation
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Reinforcement Learning

1. Prediction with Monte Carlo methods

2. On-line implementation
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Prediction
@ Assume we have an episodic task. S = {s1, S, 83}, v = 1.
On each episode, start state picked uniformly at random.
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Prediction

@ Assume we have an episodic task. S = {s;, S2, 83}, v = 1.
On each episode, start state picked uniformly at random.

@ Here are the first 5 episodes.

Episode 1: s1,5,51,2, 52,3, 5,1, 7.
Episode 2: s,,2,53,1,53,1,83,2, 5,1, S7.
Episode 3: 51,2, 5,,2,5¢,5,5¢,1,57.
Episode 4: s3,1, s7.

Episode 5: s;,3, 52,3, 51,1, 87
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Prediction

@ Assume we have an episodic task. S = {s;, S2, 83}, v = 1.
On each episode, start state picked uniformly at random.

@ Here are the first 5 episodes.

Episode 1: s1,5,51,2, 52,3, 5,1, 7.
Episode 2: s,,2,53,1,53,1,83,2, 5,1, S7.
Episode 3: 51,2, 5,,2,5¢,5,5¢,1,57.
Episode 4: s3,1, s7.

Episode 5: s;,3, 52,3, 51,1, 87

@ What is your estimate of V7 (call it /5)?
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Prediction

@ Assume we have an episodic task. S = {s;, S2, 83}, v = 1.
On each episode, start state picked uniformly at random.

@ Here are the first 5 episodes.

Episode 1: s1,5,51,2,52,3, 85,1, St.
Episode 2: s,,2,53,1,53,1,83,2, 5,1, S7.
Episode 3: 51,2, 5,,2,5¢,5,5¢,1,57.
Episode 4: s3,1, s7.

Episode 5: s;,3, 52,3, 51,1, 87

@ What is your estimate of V7 (call it /5)?
Monte Carlo (MC) methods estimate based on sample averages.
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Defining Relevant Quantities
@ Forse S, i>1,j>1,let
- 1(s,/,j) be 1 if sis visited at least j times on episode i (else 1(s, /,j) = 0), and
- G(s, i, ) be the discounted long-term reward starting from the j-th visit of s
on episode /,
- Taking G(s,i,j) =0if 1(s,i,j) = 0; also 0/0 = 0.

Episode 1: s51,5,51,2,55,3, 82,1, 57.
Episode 2: s5,2,83,1,83,1,83,2,82,1, 57.
Episode 3: 51,2, 5,,2,5¢,5,51, 1, s7.
Episode 4: s3,1, s7.

Episode 5: 55,3, 5,,3, 51,1, 57
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Defining Relevant Quantities
@ Forse S, i>1,j>1,let
- 1(s,/,j) be 1 if sis visited at least j times on episode i (else 1(s, /,j) = 0), and
- G(s, 1, ) be the discounted long-term reward starting from the j-th visit of s
on episode /,
- Taking G(s,i,j) =0if 1(s,i,j) = 0; also 0/0 = 0.

Episode 1: s51,5,51,2,55,3, 82,1, 57.
Episode 2: s5,2,83,1,83,1,83,2,82,1, 57.
Episode 3: 51,2, 5,,2,5¢,5,51, 1, s7.
Episode 4: s3,1, s7.

Episode 5: 55,3, 5,,3, 51,1, 57

@ 1(s1,1,1)=1,G(s1,1,1) =5+~-2++2-3++%- 1 =11,
(] 1(31,1,3)20.

@ 1(52,5,1) =1, G(s2,5,1) =3 +~-3++2-1=7.

@ 1(s2,5,2) =1, G(s2,5,2) =3 +7-1=4.
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Some Standard Estimates of V™(s)

Episode 1: s51,5,51,2,55,3, 82,1, 57.
Episode 2: s5,2,83,1,83,1,83,2,82,1, 57.
Episode 3: 51,2, 5,,2,5¢,5,51, 1, s7.
Episode 4: s3,1, s7.

Episode 5: 5,3, 5,3, 51,1, 87

Let VN denote estimate after N episodes.

First-visit MC: Average the G’s of every first occurrence of s in an episode.

\"/N - :Z;\L1 G(S,i,'l)
Flrst—VIS|t(S) N . :
> im1 1(s, 0, 1)
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Some Standard Estimates of V™(s)

Episode 1: s51,5,51,2,55,3, 82,1, 57.
Episode 2: s,,2,83,1,83,1,83,2,8,,1, S7.
Episode 3: 51,2, 5,,2,5¢,5,51, 1, s7.
Episode 4: s3,1, s7.

Episode 5: 55,3, 5,,3, 51,1, 57

Let VN denote estimate after N episodes.

First-visit MC: Average the G’s of every first occurrence of s in an episode.

o _ XL Gls.i1)
First—visit(s) — N . 0
Zi=1 1(S> I 1)
A4+ 7+8+7

Hence \A/Igirst-visit(s2) - f 6.5.
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Some Standard Estimates of V™(s)

Episode 1: s51,5,51,2,55,3, 8., 1, s7.
Episode 2: s,,2,83,1,83,1,83,2,8,,1, 7.
Episode 3: 51,2, 5,2, 51,5, 81,1, s7.
Episode 4: s3,1, s7.

Episode 5: s;,3,52,3,81,1, 57

Let VN denote estimate after N episodes.

Every-visit MC: Average the G’s of every occurrence of s in an episode.
Do > o1 G(s,1,])
2D Ite (CAN)N

VEvery-visit(S)
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Some Standard Estimates of V™(s)

Episode 1: s51,5,51,2,55,3, 8., 1, s7.
Episode 2: s5,2,53,1,83,1,83,2,55,1, 57.
Episode 3: 54,2, 5,,2,5¢,5,51,1, s7.
Episode 4: s3,1, s7.

Episode 5: 5,3, 55,3, 51,1, 57

Let /N denote estimate after N episodes.

Every-visit MC: Average the G’s of every occurrence of s in an episode.

S R G(s,i)

Veverv-visit(S
Every VISIt( ) Z, 1200 1(3 I )
441)+(7+1)+8+(7+4
Hence VE\,ery visit(S2) = ( )£ 7) ( ) ~ 4.57.
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Some Not-so-standard Estimates of V7(s)
Episode 1: 51,5,51,2,55,3,8,, 1, S7.
Episode 2: s,,2,83,1,83,1,83,2,8,,1, s7.
Episode 3: 51,2, 5,2, 51,5, 51,1, s7.
Episode 4: s3,1, s7.

Episode 5: s,3,5,3, 81,1, 87

Let VN denote estimate after N episodes.

Second-visit MC: Average the G’s of every second occurrence of s in an
episode.

() Z,\L G(87 ia 2)
Vé\écond-visit(s) = ZI;\; 1(37 i, 2) .
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Some Not-so-standard Estimates of V7(s)
Episode 1: 51,5,51,2,55,3,8,, 1, S7.
Episode 2: s5,2,53,1,83,1,83,2,55,1, 57.
Episode 3: 54,2, 55,2, 51,5, 51,1, s7.
Episode 4: s3,1, s7.

Episode 5: 55,3, 55,3, 51,1, 87

Let VN denote estimate after N episodes.

Second-visit MC: Average the G’s of every second occurrence of s in an

episode.
o _ XL Gls.i:2)
Second-visit(s) - Zf\i1 1(3, i, 2) :
. 1+1+4
Hence VSSSecond-visit(SZ) = T =2.
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Some Not-so-standard Estimates of V7(s)
Episode 1: 51,5,51,2,55,3,8,, 1, S7.
Episode 2: s5,2,53,1,83,1,83,2,55,1, 57.
Episode 3: 54,2, 55,2, 51,5, 51,1, s7.
Episode 4: s3,1, s7.

Episode 5: 55,3, 55,3, 51,1, 87

Let VN denote estimate after N episodes.
Last-visit MC: Average the G’s of every last occurrence of s in episode i
(assume times(s, i) visits).

VN (8) = SV, G(s, i, times(s, i))
Last—wsn(s) N — o
>izq 1(s, i, times(s, f))

Shivaram Kalyanakrishnan (2022) CS 747, Autumn 2022 6/12



Some Not-so-standard Estimates of V7(s)
Episode 1: 51,5,51,2,55,3,8,, 1, S7.
Episode 2: s5,2,53,1,83,1,83,2,55,1, 57.
Episode 3: 54,2, 55,2, 51,5, 51,1, s7.
Episode 4: s3,1, s7.

Episode 5: 55,3, 55,3, 51,1, 87

Let VN denote estimate after N episodes.

Last-visit MC: Average the G’s of every last occurrence of s in episode i
(assume times(s, i) visits).

XN, G(s. i times(s, )

el = .
Lastvisit(S) SN, 1(s. i, times(s, i)
X 1+1+8+4
Hence Viguisi(S2) = ————— =385,
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Question

@ Recall that we generate N episodes.
@ Which claims below are true?

. (/N o\
lim VFirst—visit =V
N—oo

. (7N _ Yy~
lim VEvery-visit = V"
—00

N
. (/N o\
/J'm VSecond—visit =V
—00
. (/N _ T
,J'm VLast-visit =V
—00
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Question

@ Recall that we generate N episodes.
@ Which claims below are true?

/Jim V'!\ilrst_visit = Vﬂ—. True.
— 00

. (7N _ Yy~
lim VEvery-visit = V"
—00

N
. (/N o\
/J'm VSecond—visit =V
—00
. (/N _ T
,J'm VLast-visit =V
—00
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Question

@ Recall that we generate N episodes.
@ Which claims below are true?

/Jim V'!\ilrst_visit = Vﬂ—. True.
— 00

I|m Vé\\’/ery-visit = V7T. True
—00

N
. (/N o\
/J'm VSecond—visit =V
—00
. (/N _ T
,J'm VLast-visit =V
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Question

@ Recall that we generate N episodes.
@ Which claims below are true?

/Jim V'!\ilrst_visit = Vﬂ—. True.
— 00

I|m Vé\\’/ery-visit = V7T. True
—00

N
. (/N o\
/J'm VSecond—visit = V™. True.
—00
. (/N _ T
,J'm VLast-visit =V
—00
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Question

@ Recall that we generate N episodes.
@ Which claims below are true?

/Jim V'!\ilrst_visit = Vﬂ—. True.
— 00

I|m Vé\\’/ery-visit = V7T. True
—00

N
Y,
/J'm VSecond—visit = V7. True.
—00
. (/N _ Yy~
,J|m VLast-visit = V . False
—00
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Reinforcement Learning

1. Prediction with Monte Carlo methods

2. On-line implementation
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First-visit MC Again
@ Assume episodic task with S = {s1, s2, s3}; following 7.
@ Say we start each episode with state s (for illustration s,).

Episode 1: s,,3,8,, 1, 57.

Episode 2: s5,2,53,1,83,1,83,2,82,1, S7.
Episode 3: s;,2,51,5,51,1, s7.

Episode 4: s;,3,5,3,51,1, 87
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First-visit MC Again

@ Assume episodic task with S = {s1, s2, s3}; following 7.

@ Say we start each episode with state s (for illustration s,).
Episode 1: 55,3, 8,1, 5.
Episode 2: s5,2,53,1,83,1,83,2,82,1, S7.
Episode 3: s;,2,51,5,51,1, s7.
Episode 4: s;,3,5,3,51,1, 87

o V'=G(s,1,1) =4.
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First-visit MC Again
@ Assume episodic task with S = {s, s5, s3}; following 7.
@ Say we start each episode with state s (for illustration s,).
Episode 1: 55,3, 8,1, 5.
Episode 2: s5,2,83,1,83,1,83,2,85,1, 57.
Episode 3: s;,2,51,5,51,1, s7.
Episode 4: s;,3,5,3,51,1, 87
V! = G(sp,1,1) = 4.
o V2 =1{G(s,1,1) + G(s2,2,1)} =5.5.
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First-visit MC Again
@ Assume episodic task with S = {s, s5, s3}; following 7.
@ Say we start each episode with state s (for illustration s,).
Episode 1: 55,3, 8,1, 5.
Episode 2: s5,2,83,1,83,1,83,2,85,1, 57.
Episode 3: sp,2, 51,5, 81,1, s7.
Episode 4: s;,3, 5,3, 51,1, s7.
V! = G(sp,1,1) = 4.
Yz = 1{G(s2,1,1) + G(s2,2,1)} =5.5.
o 3= %{G(Sg, 1,1) + G(s2,2,1) + G(s2,3,1)} ~ 6.33.
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First-visit MC Again
@ Assume episodic task with S = {s, s5, s3}; following 7.
@ Say we start each episode with state s (for illustration s,).
Episode 1: 55,3, 8,1, 5.
Episode 2: s5,2,83,1,83,1,83,2,85,1, 57.
Episode 3: sp,2, 51,5, 81,1, s7.
Episode 4: 55,3, 55,3, 51,1, s7.
V! = G(sp,1,1) = 4.
V2 = 1{G(s2,1,1) + G(s2,2,1)} = 5.5.

Ve = 1{G(s2,1,1) + G(s2,2,1) + G(s2,3,1)} ~ 6.33.
In general, for t > 1:

t

Vi(s) = 1? > G(s,i,1).

i=1
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An On-line Implementation
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An On-line Implementation

t
ZGSH

ZG(SI1)+GS t, 1))

i=1

~|-|—L

~|-|—l-
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An On-line Implementation

Vi(s) = %Zt:G(s t,1)

(tz_:G(s i,1)+ G(s, t, 1))

i=1

((t=1)7"(s)+ G(s.1,1))
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An On-line Implementation

Vi(s) = 17 zt: G(s, t,1)

( G(s,i,1) + G(s, t,1)>

((t=1)7"(s)+ G(s.1,1))

= (1 —a)V'(s) + G(s, t,1) for oy = 17, Vo(s) = 0.
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An On-line Implementation

=-> G(s.1,1)

=

-
t—1
(ZGsM +Gst1)>

i=1

~0-|—l

(t— 1) V"(s) + G(s, 1, 1))

— o)V (8) + a;G(s, t, 1) for oy = 17, Vo(s) =0.

@ We already know that lim;_,., V(s) = V7(s).
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An On-line Implementation

=-> G(s.1,1)

=

-
t—1
(ZGsM +Gst1)>

i=1

~0-|—l

(t— 1) V"(s) + G(s, 1, 1))

— o)V (8) + a;G(s, t, 1) for oy = 1t,\7°(s):0.

@ We already know that lim;_,., V(s) = V7(s).
@ Will we get convergence to V7 (s) for other choices for a;, V°(s)?

Shivaram Kalyanakrishnan (2022) CS 747, Autumn 2022 10/12



Stochastic Approximation
@ Result due to Robbins and Monro (1951).
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Stochastic Approximation

@ Result due to Robbins and Monro (1951).
@ Let the sequence (ay)r~1 satisfy

> ZE% at v 0.
> 2 i=1(n)® < oo.
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Stochastic Approximation
@ Result due to Robbins and Monro (1951).
@ Let the sequence (ay)r~1 satisfy
> Dp at = oo
> 22 (a)? < oo
@ Fort>1,set A A
Vi(s) «+ (1 — ap) VIT1(s) + 4 G(s, 1, 1),

where 1/ is arbitrary (but bounded).
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Stochastic Approximation
@ Result due to Robbins and Monro (1951).
@ Let the sequence (ay)r~1 satisfy
> Dp at = oo
> Yoreq(@)? < oo
@ Fort>1,set A A
Vi(s) «+ (1 — ap) VIT1(s) + 4 G(s, 1, 1),
where 1/ is arbitrary (but bounded).
@ Then lim. ., V!(s) = V7(s).
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Stochastic Approximation
@ Result due to Robbins and Monro (1951).
@ Let the sequence (ay)r~1 satisfy
> Dp at = oo
> 22 (a)? < oo
@ Fort>1,set A A
Vi(s) «+ (1 — ap) VIT1(s) + 4 G(s, 1, 1),

where 1/ is arbitrary (but bounded).
@ Then lim. ., V!(s) = V7(s).

@ (at)>1 is the “learning rate” or “step size”.
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Stochastic Approximation
@ Result due to Robbins and Monro (1951).
@ Let the sequence (a;)s>1 satisfy
> Dp at = oo
> 2o (ar)? < oo
@ Fort>1,set A A
Vi(s) «+ (1 — ap) VIT1(s) + 4 G(s, 1, 1),
where 1/ is arbitrary (but bounded).
@ Then lim. ., V!(s) = V7(s).

@ (at)>1 is the “learning rate” or “step size”.
@ Must be large enough, as well as small enough!
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Stochastic Approximation

@ Result due to Robbins and Monro (1951).
@ Let the sequence (ay)r~1 satisfy

> Dp at = oo

> Y2y (en)? < oo
@ Fort>1,set

Vi(s) « (1 — a) V!7'(s) + aG(s. 1, 1),
where 1/ is arbitrary (but bounded).

@ Then lim;_,o, V(s) = V7(s).

@ (at)>1 is the “learning rate” or “step size”.
@ Must be large enough, as well as small enough!
@ No need to store all previous episodes; t and V! suffice.
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Reinforcement Learning

1. Prediction with Monte Carlo methods

2. On-line implementation
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Reinforcement Learning

1. Prediction with Monte Carlo methods

2. On-line implementation

Next class: Bootstrapping.
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