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ANNEX A : Design Drivers

1 The Indian Rural Scenario

About 70% of India’s population, or 750 million, live in its06,000 villages. More than 85%
of these villages are in the plains or on the Deccan platesdwe average village has 200-250
households, and occupies an area of 5 sq. km. Most of thisnddad, and it is typical to find
all the houses in one or two clusters. Villages are thus spae&km apart, and spread out in all
directions from the market towns. The market centers aneallp spaced 30-40 km apart. Each
such centre serves a catchment of around 250-300 villagagsadius of about 20 km. As the
population and the economy grow, several large villagesanginually morphing into towns and
market centres.

The telecommunication backbone network, mostly optids+fbased, which passes through these
towns and market centers, is new and of high quality. Theestated telecom company has
networked exchanges in all these towns and several larigged with optical fiber that is rarely
more than 10-15 years old. The mobile revolution of the last fyears has seen base stations
sprouting in all these towns, with three or more operataorsiuding the state-owned company.
These base stations are also networked using mostly opbeallaid in the last 5 years. There is
a lot of dark fiber, and seemingly unlimited scope for bandivekpansion.

The solid telecom backbone that knits the country togethés abruptly when it reaches the towns
and larger villages. Beyond that, cellular coverage exdendbile telephone connectivity up to a
radius of 5 km, and then telecommunications simply petets Gellular telephony will expand
further as it becomes affordable to the rural populace. dtsghly sought after service, and the
only reason for the service not spreading as rapidly in rarads as in urban areas is the lack of
purchasing power in the the rural areas. Fixed wirelesplelees have been provided in tens of
thousands of villages as a service obligation; howeverntineless technologies currently being
deployed can barely support dial-up speeds as far as Ini@roess is concerned.

The rural per capita income is distinctly lower than the orai average, and rural income distri-
bution is also more skewed. About 70% of the rural househexdds less than Rs 3000 per month,
and only 4% have incomes in excess of Rs 25000 per month. @aellatter can be expected to
even aspire to have a personal computer and Internet cammeEor the rest, the key to Internet
access is a public kiosk providing a basket of services. iBimvof basic telecommunications as
well as broadband Internet services is imperative, sindei$known to be an enabler for wealth
creation

2 Affordability

When considering any technology for rural India, it is cléat the question of affordability must
be addressed first. Given the income levels, one must wok@ads to determine the cost of any
economically sustainable solution. It is reasonable teekan expenditure on telecommunication
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services of only around Rs 60 per month on the average (2% wddimld income) from about

70% of the 200-250 households in a typical village. Thusrévenue of a public kiosk can only

be of the order of Rs 4500 per month (assuming two kiosks flagei on the average). Apart from

this, a few wealthy households in each village can affordgtei connections. Taking into account
the cost of the personal computer, power back-up, periphezte, it is estimated that a cost of
at most Rs 15000 per broadband connection is sustainabteddiosk. This includes the User
Equipment, as well the per-subscriber cost of the Networkifigent connecting the user to the
optical fiber PoP.

A typical wireless system for servicing such a rural ared nalve a BTS at the fiber PoP. A BTS
can be expected to serve about 250-300 connections ipitggding upto a 1000 connections as
the service becomes stable and popular and the wealthyiadselecide to invest in a computer.
Growth to full potential will take several years. Given thesttarget mentioned above, it is found
that a wireless technology becomes economically viableanural areas only when it has reached
maturity and volumes worldwide are high enough to bring th& down. New technologies at the
early induction stage are too costly, particularly sinaedlow growth in the subscriber base keeps
the per-subscriber cost of the BTS and associated equigmggnt

3 Coverage, Towers and System Cost

We have already mentioned that we need to cover a radius 85 kB from the PoP using wireless
technology. The system gain is a measure of the link budgefadle for overcoming propagation
and penetration losses (through foliage and buildingsheshill guaranteeing system performance.
Mobile cellular telephone systems have a system gain tipicbaround 150-160 dB, and achieve
indoor penetration within a radius of about 3-5 km. They de thith Base Station towers of 40
m height, which cost about Rs 5 lakhs each. If a roof-top ardeés mounted at the subscriber
end at a height of 6m from the ground, coverage can be extetod1$20 km with this system
gain. When the system gain is lower at around 135 dB, as withyrf@av-power systems such
as those based on the WiFi standard or the DECT standarddd®rage is limited to around 10
km and antenna-height at the subscriber-end has to be aflléras This increases the cost of the
installation by about Rs 1000.

In any case, we see that fixed terminals with roof-top antemna a must if one is to obtain the
required coverage from the fiber PoP. A broadband wirelesesywill need a system gain of
around 140 - 150 dB at bit-rates in excess of 256 kbps, if it ise easily deployable. This system
gain may be difficult to provide for the higher bit-rates sogpd by the technology, and one may
have to employ taller poles in order to minimize foliage loss

There is an important relationship between coverage anbetghts of the towers and poles, and
indirectly their cost. The Base Station tower must usuadyableast 40 m high for line-of-sight
deployment, as trees have a height of 10-12m and one cantexpeain variation of around
20-25m even in the plains over a 15-20 km radius. Taller Baagdd towers will help, but the
cost goes up exponentially with height. A shorter tower wikan that the subscriber-end will
need a 20 m mast. At Rs 15000 or more, this is substantiallji@othan a pole, even if the mast
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is a guyed one and not self-standing. The cost of 250-300 swadts is very high compared to
the additional cost of a 40 m tower vis--vis a 30 m one. With48m towers, simple poles can be
deployed at the subscriber-end, and these need be only 2nauhigyh.

In summary, one can conclude that for a cost-effective gmiuhe system gain should be of the or-
der of 145 dB, (at least for the reasonable bit-rates, if m@tighest ones supported), a 40 m tower
should be deployed at the fiber PoP, and roof-top antenna$wi2m poles at the subscriber-end.
The system gain can be lower at around 130 dB, provided refseate used to cover areas be-
yond 10 km radial distance, and assuming antenna polesrtha0al2m high are deployed in the
villages. The cost per subscriber of the tower and pole (asgua modest 300 subscribers per
tower) is Rs 2500. This leaves about Rs 12500 per subscobénd wireless system itself.

4 Definition of Broadband

The Telecom Regulatory Authority of India has defined br@adbservices as those provided
with a minimum downstream (towards subscriber) data rat@5éf kbps. This data-rate must
be available unshared to the user when he/she needs it. SAbithiate, browsing is fast, video-
conferencing can be supported, and applications sucheaseeicine and distance education using
multi-media are feasible. There is no doubt that a villageskicould easily utilise a much higher
bit-rate, and as technology evolves, this will become atéddl too. However, it is important to note
that even at 256 kbps, since kiosks can be expected to hawstarad rate not much lower, 300
kiosks will generate of the order of 75 Mbps traffic to evaeuater the air per Base Station. This
is non-trivial today even with a spectrum allocation of 20 ¥H

The broadband wireless access system employed to proviel@éh service to kiosks must also
provide telephony using VoIP technology. Telephony eaanshigher revenue per bit than any
other service, and is an important service. The level ofri is limited by the income levels of
the populace. Assuming that most of the calls will be lodafrged at around Rs 0.25 per minute,
even if only one call is being made continuously from eaclskiduring the busy hours (8 hours per
day), this amounts to an expenditure of Rs 120 per day at aask.KThis is a significant fraction
of the earnings of the kiosk, and a significant fraction oftthtal communications expenditure of
the village.

Thus, depending on the teledensity in the district, one epea around 0.5-1 Erlang traffic per
kiosk. This works out to a total of around 100-200 Erlang8itraer BTS. Assuming one voice call
needs about 2x16 kbps with VoIP technology, this traffic leequires 2x1.5 Mbps to 2x3.0 Mbps
of capacity. If broadband services are not to be signifigaaffected, the system capacity must be
several times this number. It is to be noted here that if theeveervice either requires a higher
bit-rate (say, 64 kbps) per call, or wastes system capauiytal MAC inefficiency when handling
short but periodic VoIP packets, we will have significant@eigtion of other broadband services.
Thus, an efficient VoIP capability is needed, with QoS gutmaa, that eats away from system
capacity only as much as is unavoidably needed to suppovbibe traffic. Such a capability must
be built into the wireless system by design. It is also imgatrhot to discourage use of the system
for telephony since it is the major revenue earner as well@s popular service.
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5 Broadband Wireless Technologies circa 2006

One of the pre-requisites for any technology for it to coslemRs 12500 per connection is that
it must be a mass-market solution. This will ensure that tret of the electronics is driven down
by volumes and competition to the lowest possible levelsaexample, both GSM and CDMA
mobile telephone technologies can today meet easily nesatibve cost target, except that they
do not provide broadband access.

The third-generation evolution of cellular telephone tembgies may, in due course, meet the cost
target while offering higher bit-rate data services. Hogrethey are ain the early induction stage
at present, and it is also not clear whether they will righayyrovide the requires system capacity.
However, the third-generation standards are constantiiyieng, and the required system capacity
is likely to be reached at some time. The only question isriigg when the required performance

level will be reached and when the cost will drop to the reggiievels.

If we turn our attention next to some proprietary broadbaswthmhologies such as iBurst [7], and
Flash-OFDM [8], or a standard technology such as WiMAX-dHEE802.16d) [10], we find that
volumes are low and costs high. Of these, WiIMAX-d has a lowstesn gain. All of them will
give a spectral efficiency of around 4 bps/Hz/cell (afteirgkspectrum re-use into account), and
thus can potentially evacuate 80 Mbps with a 20 MHz allocatidigh cost is the inhibitory factor.

It is likely that one or more OFDMA-based broadband techg@se will become widely accepted
standards in the near future. WiMAX-e (IEEE 802.16€) [10)rie such that is emerging rapidly.
The standards emerging as the Long-Term Evolution (LTEhef3G standards are other can-
didates. These will certainly have a higher spectral efiicye and more importantly, when they
become popular and successful, they will become mass-madtenologies, and the cost will be
low. Going by the time-to-maturity of mass-market wirelésshnologies till date, none of these
technologies are likely to provide an economically viald&uson for India’s rural requirements
for several years yet.

6 Alternative Broadband Wireless Technologiesin the Near@&rm

While wide-area broadband wireless technologies will keevaitable at the desired price-performance

point for some time, local-area broadband technologieg lh@come very inexpensive. A well-
known example is WiFi (IEEE 802I.11) technology. These texdtbgies can provide 256 kbps or
more to tens of subscribers simultaneously, but can noyrdalko only over a short distance, less
than 50m in a built-up environment. Several groups have aerkith the low-cost electronics
of these technologies in new system designs that provid&akte solutions for rural broadband
connectivity.

One of the earliest and most widely deployed examples of set@ngineering is the corDECT
Wireless Access System [9] developed in India. A next—gaiar broadband corDECT system
has also been launched recently, capable of evacuating Qpgtbps per cell in 5 MHz bandwidth
(supporting 144 full-duplex 256 kbps connections simudtarsly). These systems are built around
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the electronics of the European DECT standard, which wagaes for local area telephony and
data services. Proprietary extensions to the DECT startdarel been added in a manner that the
low-cost mass-market ICs can continue to be used. Thessisethe bit-rate by three times, while
being backward compatible to the DECT standard.

The system gain in Broadband corDECT for 256 kbps servicts 1130 dB, depending on the
antenna gain at the subscriber-end. This is sufficient f&mi@overage under line-sight conditions
(40 m tower for BS and 10-12 m pole at subscriber side). A repeaa used for extending the

coverage to 25 km. The system meets the price-performangcéeeent, but with the additional

encumbrance of taller poles and one level of repeaters.

The WiFiRe standard proposed by CEWIT is an alternative-texan solution, with many simi-
larities. It, too, is a re-engineered system based on lostHoav-power mass-market technology.
Cost structures are similar, and deployment issues todiiee dhere is one key aspect in which
WiFiRe differs from Broadband corDECT. The spectrum usedffiFiRe is unlicensed without
fees, whereas the spectrum used by Broadband corDECT msédewith a fee. The spectral ef-
ficiency of the WiFiRe system is poorer, and the cell capaoéy MHz of bandwidth is lower.
However, this is offset by the fact that the spectrum used s/in the unlicensed WiFi band of
2.4-2.485 MHz. This unlicensed use is subject to certairditimms, and some modifications to
these conditions will be needed to support WiFiRe in rurahar(see section on Conditional Li-
censing below). WiFiRe technology is best suited for loéaeha operators who can manage well
the conditionalities associated with unlicensed use. dsdwt afford the blanket protection from
interference that a system operating with licensed specémnjoys.

7 Motivation for WiFiRe

In recent years, there have been some sustained effortsiltbebwural broadband technology
using the low-cost, mass-marketWiFi chipset. WiFi bit sage all the way up to 54 Mbps Various
experiments with off-the-shelf equipment have demonsti tie feasibility of using WiFi for long-
distance rural point-to-point links [12]. One can calcalttat the link margin for this standard is
quite adequate for line-of-sight outdoor communicatiofiab terrain for about 15 kms of range.
The system gain is about 132 dB for 11 Mbps service, and asrDEOT, one requires a 40 m
tower at the fiber PoP and 10-12 m poles at the subscriber-end.

The attraction of WiFi technology is the de-licensing ofgpem for it in many countries, includ-
ing India. In rural areas, where the spectrum is hardly Ud&Hj is an attractive option. The issues
related to spectrum de-licensing for WiFiRe are discusspdrately in the next section. Before
that, we turn our attention to the suitability of the WiFirstiard as it exists for use over a wide rural
area. We have already seen that the limitations of the Phlyis&yer of WiFi can be demonstrably
overcome. We turn our focus noe to the MAC in WIFi.

The basic principle in the design of MAC in Wi-Fi is fairnessdeequal allocation to all sources
of demand for transmission. This leads to the DCF mode whpdraies as a CSMA/CA with
random backoff upon sensing competing source of tx. On therdtand there is also a PCF mode,
which assumes mediation by access points. This gives rideetpossibility of enterprise-owned
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and managed networks with potential for enhanced featikessécurity and quality of service
guarantees.

The CSMA/CA DCF MAC has been analysed and turns out to be anefii for a distribution
service that needs to maximize capacity for subscribersvaidtain quality of service [13]. The
delays across a link are not bounded and packet drops shaapigly in such a system while
approaching throughputs of the order of 60% of rated linkdvadth. The PCF MAC will perform
better than the DCF MAC. However, both the MACs in the WiFnstard become very inefficient
when the spectrum is re-used in multiple sectors of a BTS site

Fundamentally, in a TDD system, wherein uplink and downlir@nsmissions take place in the
same band in a time-multiplexed manner, the down-link (anmdlarly uplink) transmissions of
all the sectors at a BTS site must be synchronized. Othertvseeceivers in one sector will
be saturated by the emissions in another. This can be avoidgdoy physical isolation of the
antennas, which is very expensive if all the antennas mastla at a minimum height of 40 m.
Further, this synchronization must be achieved with mihivestage of system capacity due to the
turnaround from uplink to downlink and vice versa, as welllas to varying traffic characteristics
(packet sizes, packet arrival rates) in different sectodsfierent times.

It is thus clear that a new MAC is needed which is designed tkimmize the efficiency in a wide-
area rural deployment supporting both voice and data ssswigth modest use of spectrum (see
next section for the need for limiting the use of spectrungrtiately, most Wi-Fi chipsets are
designed so that the Physical and MAC layers are separates.offe can change the MAC in ways
that enable high- efficiency outdoor systems that can befosedral internet service provisioning
or voice applications, while retaining the same PHY. Thutheut significantly changing radio
costs, one can arrive at entirely different network levelgarties by changing the MAC, sector-
ization and antenna design choices and tower/site planniaging a cue for this approach, we
design a new wireless system, WiFiRe, which shares the satfeaB WiFi, but with a new MAC.
The principle of Access Points, or special nodes which abiite channel and allocate bandwidth
to individual nodes, and tight synchronization based ortithe-slotting principle used in cellular
voice systems such as GSM or upcoming data systems like Witéaixbe combined to guarantee
efficiency and quality of service.

8 Conditional Licensing of Spectrum

The spectrum allotted for WiFi, in the 2.4-2.485 MHz bandn &g employed by anyone for
indoor or outdoor emissions, without a prior license preddertain emission limits are met
[www.dotindia.com/wpc]. The 5 GHz band, also universallptéed to WIFi, can be used in

India only for indoor emissions. In the 2.4 Ghz band, the mmaxn emiited power can be 1W in
a 10 MHz (or higher) bandwidth, and the maximum EIRP can be B\é outdoor antenna can
be no higher than 5 m above the rooftop. For antenna heighehidpan the permissible level,
special permission has to be obtained. Further, if the @omssnterfere with any licensed user of
spectrum in the vicinity, the unlicensed user may have toafisnue operations.

It is clear that some modifications of the rules are neededMi&iRe. A higher EIRP will need

80 Copyright(©2006 CEWIT, Some rights reserved



10

11

12

13

14

15

WiFiRe Specifications, Aug 2006 draft

to be permitted in rural areas, and further, antenna deoyat 40 m must be permitted at the
PoP, and possibly for repeaters (in due course). Antennaytaepnts at 10-15 m will have to be
permitted at the villages.

The relaxations may be restricted to WiFiRe- compliant tetbgy. It may be given only for
one specified carrier per operator, and a maximum of two operanay be permitted in an area.
The BTS and repeaters of the second operator (in chronalogider of deployment) may be
restricted to be at least one kilometer from those of the djpstrator in an area. This will prevent
mutual adjacent-channel interference, as well as permiirman use of the two conditionally
licensed carriers by others in the vicinity of the BTSs. Ifiarlicensed WiFi user in the vicinity
of the BTS or village kiosk/private subscriber interfereghvthe WiFiRe system, the unlicensed
user will have to switch over to a non-interfering carrietttie same band or in the 5 GHz band.
This last condition is not very restrictive, as only aroursdMHz of the available 85 MHz in the
2.4 GHz band is blocked in the vicinity of any one BTS or vikakjosk/subscriber. Further, if
the unlicensed user is an indoor user, the area where thamgicgable interference to/from the
WifiRe system is likely to be fairly small.
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ANNEX B: Capacity Analysis and Optimisation

1 Spatial Reuse Model

Maximising the cardinality of independent sets used in a@dale need not necessarily increase
the throughput, since as the cardinality of the set inceatbe prevailing SINR drops, thereby
resulting in an increase in the probability of error, desie@the throughput. Hence it is necessary
to limit the cardinality of the independent set used so aatifyghe SINR requirements. i.e., there
is a limit to the number of simultaneous transmissions fbssi

In this section the problem of finding the maximum number wfidtaneous transmissions possible
in different sectors in the uplink and the downlink is beimypsidered. There is no power control
in the downlink. The BTS transmits to all the STs at the sanvegpoThere is static power control
in the uplink. Each ST transmits to the BTS at a fixed powethat the average power received
from different STs at the BTS is the same. The STs near the BarSmit at a lower power and
the ones farther away transmit at a higher power.

A typical antenna pattern used in the deployment is as shawfigure 26. Based on the an-
tenna pattern, one can divide the region intoaasociation region, ataboo region and alimited
interference region with respect to each BTS.

The radial zone over which the directional gain of the anéeisrabove -3dB is called the associ-
ation region. In the analysis, the directional gain is as=tite be constant over this region. Any
ST which falls in this region of a BTS antenpids associated to the BTS

The region on either side of the association region wheraliteetional gain is between -3dB
and -15dB is called the taboo region. Any ST in this region ®5B causes significant interfer-
ence to the transmissions occuring in SegtokVhen a transmission is occuring in Secjpono
transmission is allowed in this region.

In the limited interference region the directional gainteé BTS antenna is below -15dB. A single
transmission in this region of BT$may not cause sufficient interference to the transmission in
Sectorj. But a number of such transmissions may add up causing thR 8fM transmission in
Sector;j to fall below the threshold required for error free transiua. This is taken care of by
limiting the total number of simultaneous transmissionthmsystem as explained in Sections 1.1
and 1.2.

As an example, for the antenna pattern shown in Figure 2Ggkeciation region is @)° sector
centered at thé° mark, the taboo region i30° on either side of this association region, and the
limited interference region covers the remainag°.

1.1 Uplink

In the uplink, there is static power control. All STs transatia power such that the power received
at the BTS isP times noise power. Let the maximum power that can be tratednity an ST be
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RADIATION PATTERN - HORIZONTAL BEAMWIDTH

Figure 26: Radiation pattern for a typical antenna thatdtel used in the deployment.

1 P, times noise power. LeR, be the distance such that wheénis transmitted by an ST at distance
> Ry, the average power received at the BT Fjsimes noise power, wheig, is the minimum SNR

required to decode a frame with a desired probability ofredtso, let R be such that whew®, is
transmitted from an ST at distanég the power received at the BTS #stimes noise power, i.e.,

r_ (ﬁ)‘"
P, \R,

In the presence of interferers, the power required at trerecwill be greater tha®, times noise.
Let P be the power required, so that the receiver decodes the fratine desired probability of
error, in the presence of interferers. The directional géithe BTS antenna is -15dB in the other
non taboo directions. Hence, the interference power frorarestnission in any other sector would
be10~2P. If there aren, — 1 simultaneous transmissions, the path loss factor beitige signal
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to interference ratio at the BTS receiver is
P

1+ 1072 P
Po(£)"

1+ (ng — 1)10 2 Py(£)

‘Ilrcv -

For decoding a frame with less than a given probability obemwe need an SINR aoF, at the
receiver. SoR should be such that

\I]rcv > PO
o)™ > P
Z 1o
1+ (ng — 1)1072 Ry(£ )=
By _1
Un) S 1+ (RO)

1072 Pol70) ™
To provide a margin for fading, consider a reduced raRgsuch that
'\ 1
10 log <%) > 230
whereo is the fade variance. In this case, 99% of the STs in a circltadiis?’ around the BTS

can have their transmit power set so that the average pBusreceived at the BTS in the uplink.

Evidently,n, can be increased by reducif. But then, spatial reuse increases at the expense of
coverage. This tradeoff can be captured by the spatial @gpaeasure” = nR’?, which has units
slots.kn? (or packets.kr¥)

The variation of the maximum number of transmissionsand system capacity;, with coverage
is as shown in Figure 27. One can see that for egdfere is an optimah, and R’ such that
C'is maximum. The coverage for which capacity is maximum cawolitained by equating the
derivative ofC', with respect tq R’/ Ry) to be zero. Take’' = £ and set

dC
a !
Then we get the optimum value gfandn, as
o <10_2% 1+ 10—%P0>%
B 143

(14 1072P)n
" T 105 Ry + 2)
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Figure 27: Variation of the number of simultaneous transioiss possibler{(;) and system capac-
ity(C) with coverage relative to a reference distakgefor n = 2.3, 3,4 ando = 0, 4, 8. Plots for
o = 0,4, 8 are shown left to right.

n‘” 0| 4 | 8
23 |0.77|031] 0.12 " 2;’ g j
3 [0.78/0.39]0.20 L

4 10.80|0.47|0.28

Table 1: The optimum values 6f andn, for different values of; ando.

Table 1 gives the optimum coverageand maximum number of simultaneous transmissions pos-
sible for different values ofando. F, is taken to be&d B. Directional gain of the antenna is taken
to be 1 in the associated sector anthdB in non-taboo directions. For path loss factpe 4,
the number of simultaneous transmissions is seen to be 4a given value of), the maximum
nunber of simultaneous transmissions is found to be indigrdrof the fade variance

1.2 Downlink

In the downlink, the transmit power is kept constant. The Bihgnnas transmit at a power
times noise. LefR, be the distance at which the average power receivéy tanes noise.R be
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the distance such that the average power receivéd Ehen,

-n
= ()

do
RN\ "
P = PB|—
t(do)
P <£>‘”
P, \R
Allowing ng — 1 interferers,
P
\I]rcv = 3
1+ (ng—1)1072P
_ Po(£)7"
1+ (ng — 1)1072 Py(£ )=

which is the same as in uplink. So, the optimum number of trassions and optimum coverage
in uplink and downlink are the same. The plots and tablestnk apply for downlink also.

1.3 Number of Sectors

Once the maximum number of simultaneous transmissionsipess, is obtained, one gets some
idea about the number of sectors required in the system. i aactor system, when a transmis-
sion occur in the taboo region between Segtand Sectoy + 1, no more transmissions can occur
in Sectorsj andj + 1. So, the number of simultaneous transmissions can be atrpest, one

in Sectorj and;j + 1 and at most one each in each of the other sectors. Thus thenmasystem
capacity cannot be attained witly — 1 sectors. Withny + 1 sectors, one can choose maximal
independent sets such that the sets are of cardinglityso, at least,; + 1 sectors are needed in
the system. From the spatial reuse model it can be seen #rat ¢tAn be up to 4 simultaneous
transmissions in the system, for path lgss 4. So, the system should have at least 5 sectors.

2 Characterising the Average Rate region

There aren STs. Suppose a scheduling policy assigyis) slots, out oft slots, to STj, such that

limy o, 4 exists and is denoted by. Letr = (r1,7s,...7,,) be the rate vector so obtained.
Denote byR(n) the set of acheivable rates when the maximum number of saimerdtus transmis-
sion permitted is:. Notice that forn; > n,, R; O R,. This is evident because any sequence of
scheduled slots with. = n, is also schedulabale with = n;.In the previous section, we have
determined the maximum value of i.e., no. DenoteRy = R(ny). A scheduling policy will

aceive ar € Ry. In this section, we provide some understandingggivia bounds.
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» 2.1 An Upper Bound on Capacity

Suppopse each ST has to be assigned the same. rittethis subsection an upperbound ois
dertermined. In general, the rate vectarr, . ..r) ¢ R,. The upper bound is obtained via simple
linear inequalities. Consider the case> 3. Suppose one wishes to assign an equal number of
slotsk to each ST in the uplink. There ang; uplink slots in a frame. Consider Sectgrwhich
containsm; STs. Thus: - m; slots need to be allocated to uplink transmission in Sect¥vhen

STs in the interference regigin- or j+ transmit, then no ST in Sectgrcan transmit. Suppose
k;. slots are occupied by such interference transmission. Nsxclear that

k-mj+/€ji:NU

because whenever there is no transmission from the ingexderregion for sectgrthere can be a
transmission from sectgr Letm;_ andm;, denote the number of STs in the interference regions
adjacent to Sectaof. Since the nodes if— andj+ can transmit together, we observe that

kjr > max(k-m;_, k-m;jy)
> with equality if transmission ij— and j+ overlap wherever possible. Hence one can conclude
s that for any feasible scheduler that assigrsdots to each ST in the uplink

k-m; +max(k-m;_,k-m;;) < Ny

« For large frame timeV, divide the above inequality by and denote the rate of allocation of slots
s by r. Thus if out oft slots, each ST is allocatéddslots, then: = lim;_, % <1

remy - max(m,_,myy) < 6,

whereg, is the fraction of frame time allocated to the uplink or

Pu

S
my + max(m; ., m; )

s Thisis true for each. So,

bu
r <
maX1§j§n(m]’ + maX(mj—a mj+))

For the case = 2 for j € {1, 2} denote the interfering nodes in the other sectorfyOne easily
sees that
e o0

~ max(my + mf, mg + mb)
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+ 2.2 An Inner Bound for the Rate Region

> In this section a rate s&®;, is obtained such thakR, C R,. i.e., R, is an inner bound to the
s aceivable rate set.

+ The following development needs some graph definitions.

s Reuse constraint graph: Vertices represents links. In any slot all links are vievesduplinks or

6 all are downlinks. Two vertices in the graph are connected,transmission in one link
7 can cause interference to a transmission in the other linke rEuse constraint graph is
8 represented a8/, £), whereV is the set of vertices anflis the set of edges.

o Clique: A fully connected subgraph of the reuse constraint graptraAsmission occuring from
10 an ST in a clique can interfere with all other STs in the cligiemost one transmission can
1 occur in a clique at a time.

12 Maximal clique: A maximal clique is a clique which is not a proper subgraphrmdther clique.

Clique incidence matrix: Let x be the number of maximal cliques (i, £). Consider the: x m
matrix Q with

{ 1 if link j is in clique 4
Qz’j = 0
0. W.
By the definition ofr and Q, a necessary condition farto be feasible is (denoting by, the

column vector of allls.)
O-r<1

since at most one link from a clique can be activated. In gan& - r < 1 is not sufficient to
guarantee the feasibility af It is sufficient if the graph is linear. A linear graph is omewhich
links in each clique is contigous. A linear clique will havelmue incidence matrix of the form

(1111 ... ... 0 0 0]

0011 1 1 ...0 0
o=|[0000 1 1 1 1

0000 0 ... 1 1 1

The reuse constraint graph in the multisector schedulimiplpm being considered has a ring
structure.Q - r < 1 gives an upper bound on the rate vector. The reuse consgraiplh is linear
except for the wrapping around at the end. If the nodes in ect®sare deleted, the graph becomes
linear. Letm,; be the set of STs in Sectar There is a feasible; such thatO - r; < 1 and all STs

in m; are given rate 0. Linear combination of feasible vectorsss teasible. Thus, defining

Ry ={x:x= Zairij; Q- [rire...ry) < 1; Zai =1, ri(my)=...=rn(my) =0}
i=1 =1

13 WeseethaR; € R
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2.3 Optimum Angular positioning of the Antennas

As can be seen from the previous section, feasible rateR gatf the system depends on the spatial
distribution of the STs around the BTS. Thus g varies as the sector orientation is changed. A
system where the antennas are oriented in such a way thaSfisgall in the association region
of BTSs rather than in the taboo region will have more cagab#n one in which more STs are in
the taboo regions.

One sector boundary is viewed as a reference. Rgt)) denote the feasible rate set, when this
boundary is at an angkewith respect to a reference direction. Then, for edch 6 < 3‘3}3(), we
haveR,(#), wheren is the number of sectors. Sin®& (0) is not known, the inner bourid (0) is
used in the following analysis. If each veciois assigned a utility functiot/(r), then one could

seek to solve the problem

max  max U(r)
0<9<360° reR L (0)

and then position the antenna at this valué.of

The optimization can be done so as to maximise the averagalatated to each ST, with the
constraint that each ST gets the same average rate. The baalndted with average rate to each
ST, for antenna positions differing By is given below.ub(i) gives the upperbound on capacity
of the system with antenna placed(&t— 1) *x 5)° from the reference line. Similarlg(i) is the
lower bound for each position.

[0.0714 0.0769 0.0714 0.0714 0.0667 0.0769 0.0714

Upperboundub = 'hscr 0667 0.0625 0.0625 0.0667 0.0667 0.0769]

[0.0714 0.0769 0.0714 0.0714 0.0667 0.0769 0.0714

Lowerboundlb = 4667 0.0667 0.0625 0.0625 0.0667 0.0667 0.0769

The bounds are seen to be very tight, and the maximum ratetasneld when antennas are at
5°, 25° or —5° from the reference line. The maximum rate so obtained is6R0@iving a sum
capacity of 3.076. Only 14 different positions of the anteane considered for a 5 sector system,
since the pattern would repeat itself after that.

Trying to optimize tha rates such that the rate to each ST immzed will adversely affect the
sum capacity of the system. So, taker) = X7, (7).

For example, the sum capacity evaluated for antenna postitiried in steps o¥° is as follows.
It can be seen that the system capacity does not vary muchhvathosition of the antenna. But,
there seems to be some positions which are worse than thes othe

Upperboundhb= [4 4 4 4 4 4 4 4 4 4 4 4 4 4
Lowerboundlb = [4 4 38046 4 4 4 4 4 4 4 3.8883 3.8699 4 3.9916]

Maximising>_" , log(r(i)) under the given constraints for upper bound and lower boires ghe

utility functions for different positions of the antenna as

U = [—96.2916 —95.7459  —97.0998  —95.112  —95.9083 —98.0191 —96.1752
T 99.1991 —101.1465 —102.5186 —102.0872 —99.52350 —98.37440 —96.58240]
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Figure 28: Variation of sum rate and fairness index with angorientation for different utility
functions.

U, = [—96.2916 —95.5485 —97.0998 —95.1122 —95.9083 —98.0191 —96.1752
“bT 991991 —101.1465 —102.5186 —102.0872 —99.5235 —97.3909 —96.4809]

The sum capacities for each of the rates above are bounded by

[3.9102 3.8463 3.7333 3.8611 3.8535 3.6159 3.7896

3.6663 3.3637 3.30270 3.3513 3.6291 3.7565 3.7844]

d__[3.9102 3.8350 3.7333 3.8612 3.8535 3.6157 3.7896
3.6663 3.3636 3.3027 3.3512 3.6291 3.704 3.7734]

Sum of rates for upperbound

Sum of rates for lower boun

The utility function is maximum when the antenna is posigédrat15° from the reference line.
The sum of rates at this position is 3.86. This gives a trétilbetween maximising the system
capacity and providing fairness.

The sum of the rate given to STs and the fairness index vs aatenentation is plotted in Fig-
ure 28. for different utility functions (the lower boundsgslotted here). Fairness index varies
from O to 1. For a rate vectar, the fairness index is given by

(i, @i)?

myit %2

If the rates to different STs are equal, then fairness indexlevbe 1, and it decreases as the rates
are made unfair. The plots for maximuy}” , r;, maximumy_!" , logr; are shown. It can be seen
that maximising the sum rate gives high overall capacity,dmor fairness. On the other hand,
maximising the average rate to each ST gives good fairnesdolw sum capacity. Maximising
>, logr; gives a good tradeoff between maximising the system cgpaed providing fairness.

It is interesting to note that in maximum?” , log r; case, the sum capacity is higher when fairness
is lower and viceversa. For example,fat= 10, we can see that the sum rate is close to 4. The
fairness index is also close to 1. So, we may choose thistatien as optimum.
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ANNEX C: Scheduler Design

1 Slot Scheduling

The scheduling problem is the following.

First partition the frame of siz& slots into a contiguous part withi, downlink slots and an uplink
part with V;; uplink slots, such tha¥V, + Ny = N — Ng, whereNp is the number of slots required
for the periodic beacon. Typicallyy, > Ny as TCP data traffic is highly asymmetric since users
download a lot more than they upload, and during downloaagy TCP packets (upto 1500 bytes)
are received in the downlink and one 40 byte TCP ACK is sertéruplink for alternate recieved
packets.

Now, whenm, ;,1 < < m, VOIP calls are admitted for Si[ one needs to determine the number
of slotsC; to be reserved in the uplink and downlink subframes fori Slch that the QoS targets
are met for all the voice calls. For doing this, evidently se¢ of vectorC = (C,...,C,,) that
are feasible (i.e., can be scheduled) needs to be known. débr ageployment, there will be an
optimal set of such vectot$,,;,, and for any practical scheduler, there will be an achievabt of
admissible vector§ € C,,.

Once the required vector of voice payload slots has beerdstdg® one has to schedule as many
additional payload slots, so as to maximize the traffic ¢aggapacity for TCP while ensuring
some fairness between the flows.

1.1 Representation of a Schedule

A feasible schedule for the deployment in Figure 29 is givethe table below, where each row
stands for a sector and each colomn stands for a slots. Tieet® glots in the example. The entry
in the table denotes the index of the ST that is transmittiregaich sector in each slot. ST 1 in sector
2 and ST 2 in sector 1 transmit for the first 4 slots. At the endtbfslot, ST 1 stops transmitting
and ST 4 starts transmitting. The matrix representatiomefschedule is also shown. The first
3 columns stands for the 3 sectors. Each entry shows the ioidde ST that is transmitting.
The last column indicates the number of slots for which toat is operative. Here, the sum of
elements in column 4 is 15, indicating that there are 15 slidigs notation is followed throughout
the examples.

slots—
2121212

1111
0/(0|0]|O0

=
IN
N
IN
IN
IN
N
IN
IN
IN
IN
IN

=~ s =

S NN
S OO

N
N
N
N
o
o
o
o
o
o
o
—

~ &~ =
S |

o
o
o
o
(o))
(o))
(o))
(o))
(o))
D
»
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Figure 29: A system example showing the distribution of @isit& in 3 sectors

1.2 A Greedy Heuristic Scheduler for the Uplink

The STs are scheduled such that the one with the longest quseleeduled first. Find an activation
vector which includes the ST with the largest voice queuetNelude a non interfering ST with
the longest queue and so on until the number of STs in theadictivset is equal to the number of
simultaneous transmissions possible or till the activasiet is maximal. A maximal activation set
is one to which one cannot add any more links such that there iisterference between the links
in the set. Use this maximal activation vector until one ef8Ts in the set completes transmission.
Once one of the STs complete transmission, we remove thatoBTthe set and schedule another
ST, that does not interfere with the STs in the set. Repeairtteedure until all the STs completes
transmitting their voice packets. When all the STs comptege voice transmission, the remaining
slots are used for TCP transmission. If at any stage durimgewosansmission, a situation occurs
where there are no more noninterfering STs in a sector whaohtransmit voice, but there is one
that can transmit data, schedule data for that interval.

In the beginning of each frame, for each sigtheuristically build an activation vectar, € U
starting from an ST if{i : ¢;; = max; qx,}, i.€., the non interfering station with the maximum
voice queue. Herey,; denotes the queue length of tjih ST at the beginning of theth slot. &
varies from 1 toV over a frame. Build a maximal activation vector beginninggwthat link, and
augmenting the vector every time with a non interfering link

Z(u) denote the interference set of activationsgthe set of links that can interfere with the STs
inu).

Algorithm 1.1

1. Modify the voice queue lengths to include the overheats skquired. i.e., If an ST has a
voice queue of 2 packets, add 3 slots of PHY overhead to makguéue length 5.
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. Initially, slot index%t = 0. Let ST be such that

qr; = 1Max {le}
I=1..m

i.e., The ST with longest voice queue at the beginning of/slist;. Form activation vector
u with link 7 activated. i.em = {i}

. Let STj be such that

Qkj = mz‘?lX{ka 1l ¢ I(u)}

jis such that it is the non interfering ST with maximum queuwgth. Augment s with link
j. Now, findZ(u) corresponding to the new.

. Repeat step 3 until activation vector that we get is a makauativation vector.

. Let

n={qu: l min (qx,! € u)}

=1,....m

i.e.,n is the minumum number of slots required for the first STuito complete its trans-
mission. Usau in the schedule fronith to (k + n)th slot.

Qki—"n for ieu
Qk+ni — . ,
ki for i¢u

andk = k+ni.e., slotindex advances by and the queue length for the STs at the beginning
of k + nth slot isn less

. At the end ot + nth slot,

u=u-—{l:qy=min(qu,! €n)}

i.e., remove from the activation vector, those STs that ltamrepleted their voice slot re-
quirement.

. Go back to Step 3 and form maximal activation vector inicigdi. Continue the above

procedure untity = 0 or n = Ny In this step, we form a new activation vector with the re-
maining STs in the activation vector (which need more slotsoimplete their requirement).

. Once the voice packets are transmitted, we serve the TEH{gan the same way, except

that if in forming a maximal activation set, it is found thhetonly schedulable ST has only
TCP packets to send, then TCP packets are scheduled.

If q > 0 whenn = Ny, the allocation is infeasible.
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1.3 A Greedy Heuristic Scheduler for the Downlink

The difference of the downlink scheduling problem from tipéink scheduling problem is that in
downlink, a transport block can contain packets to multiles. By combining the voice packets
to different STs to a single TB, we save considerable PHY leead. For transmitting a single
voice packet needs 4 slots, where 3 slots are for the PHY heddansmitting 2 voice packets
need only 5 slots. So, it is always advantageous to haventias®ns in longer blocks. This can
be done by grouping together the STs to those which are hedydy ith BTS, those heard by
ith and(: — 1)th BTS, but associated to thith BTS and those heard bth and(: — 1)th BTS, but
associated to the — 1)th BTS, for all values of.

For example in Figure 30 STs 3 and 4 are associated with BT S8 hears only form BTS 1. So,
any ST in the interference set of 3 will also be in the intesfee set of 4. Any transmission to
ST 3 can equivalently be replaced by a transmission to 4. &y, form a group for the down
likn schedule. Similarly, STs 8 and 9 are associated to BT&irterfere with BTS 3. They are
associated to the same BTS and cause interference to theSsEsn&o, ST 8 and 9 also form a

group.

STA15 TAL
A K

Figure 30: Typical deployment of a system with 3 sectors én81s

The STs are grouped together based on the above criteri@qddue length of each group would
be the sum of queue lengths of the STs forming the group. Téwdgrheuristic scheduler for the
uplink scheduling problem can then be used over these grdingsis made clearer in Example 2.3

1.4 Round Robin Scheduling

A scheduler with least complexity can be designed as follolge uplink and downlink parts of
the frame may further be divided into two contigous partdelate sectors are served in these two
parts. For example, Sectors 1, 3, 5 are served in the firstgpadtSectors 2, 4, 6 can be served in
the second part of the frame. Interference between adjaeettrs can be eliminated in this way.
With the number of sectors close2a,, performance of this scheduler would be equivalent to that
of the scheduler discussed in Section 1.2, since we canhavansmissions going on in each slot,
with this scheduler. But, witlhhy = 4, this would require 8 sectors in the system. With number
of sectors less thatn,, the number of simultaneous transmissions would be lessihwith the
round robin algorithm, where as we can have uptéransmissions with the greedy algorithm.
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1.5 Fair Scheduling

Having all voice transmission in the beginning and dataratieds is wasteful in terms of overhead.
Following the principle of having longer TBs, it is advantags to have the voice and data tranfer
to an ST in a block. To provide fairness to users, keep tracketverage rates allocated to STs
over time. The STs with low average rate over frames are givd@rance to transmit first. Maximal
independent sets are formed starting from the ST with thesbwverage rate. Once the slots for
voice transmission are scheduled, the attempt should e TCP transmission in blocks of size
Tnaz», SO that PHY overhead per slot is minimised.

Let R, be the vector of average rates allocated to STs tilkthdrame and-;, be the vector of rates
allocated to the STs in thieth slot, i.e, the fraction of slots allocated to STs in kltle frame. The
avrage rate acheived by the STs is obtained by computingotteeving geometrically weighted
average.A large value af places lees weight on the previous frames.

Ry =aRg + (1 — Oz)I‘k

1. Given arate vectdR, obtain a maximal independent set as follows

(@) w = {i1}
’il = arg minlgjgn Rj
Z(u,) is the set of links interfering with the links i, . In this step, we select the ST
with the smallest average raig, for transmission.

(b) ChOOSQQ c arg minlgjgmiﬁgz(ul) Rj
w; = {iy,i2}. In this step, we select one of the non interfering STs withimum
average rate for transmission.

(c) Repeat the above until a maximal independent set is rddai Now, we have a set
with STs which have received low average rates in the prevtats. So, once all STs
transmit their voice packets, we schedule these STs forpdateets.

2. Letl; denote the number of nodes i at the end of step 1. Repeat the above for the
remainingn —[; nodes. Now we have a maximal independent set from the renga)j — [,
nodes. If any one of thg nodes can be activated along with the maximal independént se
formed from theN, — [; nodes, add that till one get a maximal independent set. Téldsy
u;, u, ... u, such that each node is included atleast once. Each noddudéutcatleast once
since a given number of slots is to be reserved for each STerrydrame.

3. Now, we need to scheduig for ¢;, u, for ¢,, etc. To maximize throughput, we take=
T,.. Or number of voice slots required. The vectors in the ingiatt of the schedule had
low average rate over frames. So, they get priority to sena plackets. So, starting from
j=1, i.e., from the first activation vector, if the sum of numlbé slots allocated to STs in
the frame is less thaw,, t; = T,,.,. Else,t; = number of voice slots required.Therefore
transmission takes place in blocks of length equdl @, as long as it is possible.

4. Update the rate vector as
Ry =aRy + (1 — Oz)rk
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2 Design Methodology: Examples

The deployment considered in the examples are describdobily andI matrices given in Table 2.
The A matrix shows the BTS to which each ST is associated. Columinsth matrices correspond
to sectors and rows correspond to SRS; = 1 indicates that théth ST is associated to thgh
BTS. Each ST is associeted to one and only one H],S= 1 indicates that théth ST can hear
from thejth BTS. An ST might hear from more than one BTS.

Example 2.1

Equal Voice Load

In this example there are 40 stations in 5 sectors. Any statithin 72 ° is associated with the
BTS and any station withiB2 ° of the center of a mainlobe can cause interference at that BTS
We take the maximum burst length,,... to be 15 andV;; = 112. Voice packet ( including MAC
header) is 44 bytes long. So, each voice packet requireslongnse for transmission. In this
example, we take, = 4.

Consider all stations to have the same voice slot requireofehpackets. The uplink transmission

from each station could be done in a single block , which megua total of 3 slots of overhead.

So, the schedule should give at least 7 slots for each stalme schedule that attains this, (as
obtained Algorithm 1.1) is given bgs.

The first 5 columns of the matri®, gives the links that can transmit in each sectof) ikdicates
that there cannot be a transmission by any of the statiomssséctor without causing interference
to at least one of the ongoing transmissions. The entridgibth column indicates the number of
consecutive slots for which these vector is used in the sgbedhe 7th column is the number of
slots (over all the sectors) used for transmitting voicekpge: The last column shows the number
of slots, over all the sectors used for transmitting TCP ptk

For example, consider the first row®§. This indicates that the ST 1 from Sector 1, 2 from Sector
2, 11 from Sector 3, 6 from Sector 4 and none from Sector 5 dredsded for the first 7 slots. At
the end of 7 slots, the voice queues of these stations areigtdaa so we schedule other stations.

FromS,, one sees that ST 40 gets a chance for transmission only lagheow, i.e., by the 98th
slot. It transmits till the 105th slot to complete transmigtits voice queue. This indicates that the
scheduling of voice queues requires 105 slots.

In the 1st row, ST 11 has been scheduled for 7 slots. So the goieue of ST 11 is exhausted by
the end of that row. But, since there are no other STs in S&tthrat can use the slot for voice
transmission, we schedule ST 11 for TCP transmission fuithine schedule. In this algorithm,
priority is to STs that had been transmitting in the previskas, and next priority to stations with
lower index. But, better fairness can be ensured by rounidirgdpbetween the STs in a sector.

Since the voice queue of ST 11 is exhausted by the end of 1gtréwthe ST 11 scheduled after
1st row, i.e., from 29th slot is for TCP transmission. SimylaST 7 scheduled after the 11th row,
ST 39 scheduled after 9th row etc. are for TCP transmission.
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00 1 0 0 00 11 o 2 22 19 11 0 26 1 3 1
00 1 0 0 00 10 o 4 28 19 0 34 30 4 16 0
1 0 0 0 O L0 0 0 o 5 28 18 0 34 30 1 4 0
1 0 0 0 O L1 0 0 o 5 7 18 0 34 30 3 12 0
001 00 0 011 0 o 4 7 18 0 35 25 2 8 0
001 0 0 0 010 0 o 4 31 18 0 35 25 1 4 0
a0 00 o Ly g g 1 ]| ]s |3 0 4 35 2 312 0
001 0 0 0 0100 0 3 31 0 40 35 38 1 4 0
00 0 1 0 00 11 o 2 7 0 40 35 38 1 3 1
00 0 0 1 L 00 0 1 4 7 0 40 36 38 2 6 2
00 1 0 0 o0 1 0 0 4 17 0 11 36 38 1 3 1
00 0 0 1 00 0 o0 1 3 17 0 11 36 38 3 6 6
00 0 0 1 00 0 1 1 5 17 0 11 37 38 4 8 8
00 0 0 1 00 0 0 1 5 9 21 11 37 0 2 6 2
1 0 0 0 O L0 0 0 0 3 9 21 11 37 0 4 8 8
00 0 0 1 o 0 0 1 1 4 9 2 11 37 0 1 2 2
00 0 0 1 00 0 0 1 5 0 2 11 37 23 4 8 8
1 0 0 0 O L 0 0 0 0 2 0 2 11 37 23 3 21 7
1 0 0 0 O L o0 0 0 o 5 7 2 11 0 29 7 21 7
00 0 1 0 o0 0 1 1 4 7 2 11 33 0 7 21 7
00 0 1 0 000 1 0 5 1 2 11 33 0 6 18 6
00 0 1 0 00 0 1 0 5 1 2 11 3 0 6 18 6
00 0 1 0 00 0 1 0 3 1 2 14 0 0 5 15 5
00 0 1 0 3 L1 2 0 2 0 5 15 5 J
00 0 0 1 0 00 10 2
00 0 0 1
001 00 0 5
00 1 0 0 0 1 0 00 4
L . L0 1 1 0 0 | L=
1 2 11 6 0 7 28 0
7 4 12 3 0 7 28 0
8 0 15 13 5 7 28 0
9 19 24 34 0 7 28 0
4 0 10 11 35 25 7 28 0O
4 16 21 14 0 27 7 28 0
Q= | 4] s= 17 0 11 36 30 7 21 7
2= 27| 28 18 0 37 38 7 28 O
: 31 39 11 20 0 7 21 7
4 32 39 0 22 5 7 21 7
0 39 0 22 23 7 7 14
7 39 11 0 26 7 7 21
7 39 11 0 29 7 21 7
7 39 11 33 0 7 21 7
| 7 0 40 33 0 7 14 7 |

Table 2: Data and results for the Example 2.1 and &, the schedule for voice slot requirements
given byQ;,i € {1,2}. Note that the last two columns &f are the total number of slots in all
sectors for voice and TCP packets respectively scheduleddh row.
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In this example, 4 STs transmit in each slot ( i¥x 26 slots of transmission.). Thereby, of the
112 x 5 slots available ( since in each slot, at most one ST from aseeih transmit.),12 x 4
slots are used for transmission, giving a throughput of 78%agoodput efficiency of 46%. In
this schedule, transmission of TCP packets occur in 105.slot

Example 2.2

Unequal Voice Load

Also given is the schedule obtained by the Algorithm 1.1, mvhiee voice slot requirements are
different for different stations. Given is one such vecQi ) and the corresponding schedutg X.

In the example, in the first row, i.e., links 10,15,6,5 areesitiied for the first 7 slots. At the end
of the 7th slot, ST 15 exhausts its voice queue. So, remove5Sfoin the vector, and add ST
24 which can take its place. This continues till one of thecotlueues become empty. Then,
remove the one whose queue is empty, and schedule some dthdri& does not interfere with
the ongoing transmissions, and so on till all STs are served.

All the STs get a chance to transmit by the last row of the gsaredule. But, the last row finishes
transmission by the 108th slot (as seen by summing up thedashn ofS;). The slots from 108
to 112 may be used for transmitting TCP packets for the STisdarest row. Here, the throughput
78% and a goodput efficiency of 46%. In this schedule, trassiom of TCP packets occurs in 147
slots.

Example 2.3

Downlink

In downlink, transmission to multiple STs can be done in ackloln the deployment in this
example, STs 2, 4, 19, 21, 39 all hear only from BTS 2. This carsden from theA andI
matrices. All these STs have 1 in the second column, indigatiat they are associated to BTS
2. Thel matrix has 1s only in the seccond column, indicationg thay thear only from BTS 2.
These are grouped in o The transmissions to these STs can take place in a TB, sm&¥ a
which interferes with any ST ih will interfere with every other ST ik, and vice versa. So every
ST in h is equivalent with respect to interference constraints. h/Asccuring in the schedule in
Table 3 indicates a transmission to this group of STs. Thew#lish are in the same group are
associated to the same BTS and are in the exclusion regi@md sectors. The groups so formed
for the example are given in Table 3. Similarly, the STs 3,20 a3 hear from BTSs 4 and 5; all
of them are associated to BTS 4. They are grouped £l STs in ¢ are equivalent with respect to
the interference constraints. The transmissions to th&se&h occur in a TB. Now, the voice slot
requirement of a group is the sum of the voice slot requirgmefindividual STs constituting the
group. The same algorithm as for the uplink is then used dwvegtoups:, b, ¢, d, . . . with their
respective queue lengths to obtain the schedule in downigigregating STs in the association
and exclusion regions of each BTS like this has the advartagecreasing the overall system
throughput, since transmissions occur in longer TBs. Traalgat efficiency in downlink is about
64%.
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f b 0 e d 31
f b h e 0 5
f b h c 0 18
2 Sﬁ Z Z 8 2 g a={1,9} b={2,4,19,21,39} ¢ ={3,20,33}
2 0 g h 0 n 8 d={5,25,27,30,38} e={6,13,34,35,36,37} f={7,8,16,2831.32}
Qou= | . Sa=|o 9% 0 n s g = {10} h = {11,12,15, 24} i = {14}
: 0 i 0 n 8 j={17} k= {18} 1= {22}
2 jv P o 0 os m = {23} n = {26, 29} o = {40}
f k0 1 d 8
0 k 0 I m 8
L0 0 o e m 8 |

Table 3: The part of the downlink schedule for completingutbiee slot requirement when 2 slots
are reserved for voice transmission from each ST.
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ANNEX D: Simulation Analysis

The fair scheduling algorithm and the round robin algorittistussed in ANNEX C were imple-
mented in MATLAB. The voice and data capacity of the systemgithese algorithms is provided
in this section.

1 Simulation Scenario

We consider the distribution of STs inm sectors. Results for different values.fandn are
given. All STs are assumed to be carrying the same numbericé ealls. One VOIP call requires
one slot every alternate frame. A voice packet that arrinehé system is scheduled within the
next two frames. If the system capacity and scheduling caimé$ do not allow the voice packet
to be transmitted within two frame times of its arrival, thecket is dropped. In this simulation,
we assume synchronous arrival of voice packets. i.e., ifi@oe calls are going on from an ST,
packets for both calls arrive synchronously, in the sammdraThe data throughput considered is
the saturation throughput, i.e., the STs have packets toaberitted throughout. All STs have
infinite queues and the schedule is driven by the average oatained over time. The STs which
received low service rates in the previous frames are sébeditst.(See ANNEX C, Section 1.5)

2 Numeric Results

Following the fair scheduling algorithm described earliee data throughputs attainable fo8Ts

in m sectors are calculated for different number of voice calldths of taboo regions; andm.

For each value of, m, width of taboo regionf°), and voice call requirement, the attainable data
throughput is calculated in terms of fraction of downlinkibavidth, for 30 different deployments
and the averages are tabulated. The minimum average ttpou@h slots per slot time) attained
among the STs, the maximum average throughput among STsyithef the average throughputs
to STs and also the probability of a voice packet being drd@ve tabulated.

The first column of Tables 4 to 8 gives the number of sectonsbar of STs, width of taboo region
and the maximum number of simultaneous transmissionslgessi. minrate is the minimum
average rate over STs, averaged over random deploymedmtsate is the maximum average rate
over STs,sumrate is the sum of average rates to STs, and the average fractiovics packets
dropped.

For example, one can see from Table 4 that for 40 STs in 6 sgetdh a taboo region of width0°
andn, = 3, the minimum average downlink throughput provided to an $0.0507 of the down-
link bandwidth. If one slot is reserved every two frames foice calls, the downlink bandwidth
being 66% of the total bandwidth of 11 Mbps, the ST gets 370Kgimilarly, if two slots are
reserved per ST every two frames, each ST receives an awaragkeast 369 Kbps. The average
fraction of voice packets dropped is zero when the numbefsfiSas small as 40.
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Number of voice calls per station
number of sectors,
numbcilgf sSTs, 1 2 3 4
width of taboo region, 6
min d/1 rate 0.0507 0.0504 0.0486 0.0453
6, 40,n0=3,0 = 10° max d /1 rate 0.0557 0.0545 0.0538 0.0524
sum d/l rates 2.1379 2.0909 2.0342 1.9766
min u/l rate 0.0337 0.0288 0.0277 0.0203
max u/1 rate 0.0733 0.0636 0.0578 0.0511
sum u/l rate 2.0641 1.8120 1.6330 1.4013
packet drop u/1 0 0 0 0
min d/1 rate 0.0507 0.0487 0.0472 0.0452
6, 40,n0=3,60 = 20° max d /] rate 0.0547 0.0552 0.0535 0.0528
sum d/I rates 2.1086 2.0574 2.0171 1.9272
min u/l rate 0.0347 0.0299 0.0238 0.0190
max u/1 rate 0.0712 0.0664 0.0596 0.0547
sum u/l rate 2.0544 1.8157 1.6002 1.3898
packet drop u/1 0 0 0 0
min d/1 rate 0.0526 0.0479 0.0472 0.0437
6, 40,n0=3,6 = 30° max d/1 rate 0.0633 0.0613 0.0570 0.0598
sum d/I rates 2.0865 2.0023 1.9881 1.9740
min u/l rate 0.0298 0.0276 0.0208 0.0172
max u/l rate 0.0843 0.0759 0.0749 0.0624
sum u/l rate 2.0484 1.8204 1.5909 1.3926
packet drop u/1 0 0 0 0
min d/1 rate 0.0326 0.0312 0.0297 0.0270
6, 60,n0=3,6 = 10° max d /1 rate 0.0380 0.0359 0.0339 0.0322
sum d/l rates 2.0792 2.0034 1.8873 1.7249
min u/l rate 0.0137 0.0094 0.0050 0.0026
max u/l rate 0.0448 0.0357 0.0274 0.0197
sum u/l rate 1.4863 1.2020 0.8714 0.6368
packet drop u/1 0 0 0.0022 0.0156
min d/1 rate 0.0325 0.0317 0.0293 0.0267
6, 60,n0=3,60 = 20° max d/1 rate 0.0363 0.0368 0.0340 0.0321
sum d/l rates 2.0472 1.9924 1.8861 1.7338
min u/l rate 0.0130 0.0091 0.0055 0.0018
max u/l rate 0.0444 0.0398 0.0291 0.0198
sum u/l rate 1.5189 1.2006 0.9036 0.6327
packet drop u/1 0 0 0.0029 0.0167
min d/1 rate 0.0338 0.0326 0.0293 0.0260
6, 60,m0=3,6 = 30° max d/1 rate 0.0375 0.0358 0.0337 0.0318
sum d/I rates 2.1148 2.0344 1.8997 1.7368
min u/l rate 0.0139 0.0087 0.0049 0
max u/l rate 0.0452 0.0360 0.0326 0.0257
sum u/l rate 1.4985 1.1587 0.9299 0.6301
packet drop u/1 0 0 0.0033 0.0179
min d/1 rate 0.0244 0.0220 0.0200
6,80120=3,0 = 10° max d/1 rate 0.0265 0.0271 0.0248
sum d/l rates 2.0453 1.9118 1.7390
min u/l rate 0.0056 0.0025 0
max u/l rate 0.0245 0.0160 0.0091
sum u/l rate 1.0388 0.6563 0.3505
packet drop u/1 0 0.0029 0.0229
min d/1 rate 0.0242 0.0224 0.0203
6,8070=3,6 = 20° max d /] rate 0.0267 0.0257 0.0263
sum d/l rates 2.0150 1.9039 1.7552
min u/l rate 0.0048 0 0
max u/l rate 0.0252 0.0185 0.0097
sum u/l rate 1.0604 0.6305 0.3352
packet drop u/1 0 0.0033 0.0312
min d/1 rate 0.0249 0.0228 0.0204
6,80720=3,0 = 30° max d/1 rate 0.0268 0.0258 0.0240
sum d/I rates 2.0653 1.9339 1.7480
min u/l rate 0.0045 0.0022 0
max u/1 rate 0.0249 0.0174 0.0114
sum u/l rate 1.0319 0.6797 0.3399
packet drop u/1 0 0.0042 0.0346

Table 4: The average throughput per ST avgﬁgegsgyﬁ&q W?F%oﬁber%@ }QE%H%%’

puts are tabulated for different number of sectors, humbéTs, width of tabooregion and
no = 3,4. Throughputs are in terms of fraction of uplink or downlirknolwidth respectively
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Number of voice calls per statiol
number of sectors,
numbel;Lof sSTs, 1 2
0
width of taboo region, 6
min d/1 rate 0.0187 0.0168
6, 100,70=3, 60 = 10° max d/1 rate 0.0219 0.0202
sum d/] rates 2.0074 1.8184
min u/l rate 0.0011 0
max u/l rate 0.0146 0.0068
sum u/l rate 0.6103 0.2755
packet drop u/1 0 0.0250
min d /1 rate 0.0192 0.0174
6, 100,n0=3,0 = 20° max d/1 rate 0.0217 0.0202
sum d/] rates 2.0010 1.8327
min u/I rate 0.0010 0
max u/l rate 0.0129 0.0063
sum u/1 rate 0.5927 0.2576
packet drop u/1 0.0017 0.0237
min d/1 rate 0.0194 0.0173
6, 100,n0=3,0 = 30° max d/] rate 0.0211 0.0205
sum d/1 rates 2.0005 1.8133
min u/I rate 0 0
max u/l rate 0.0142 0.0098
sum u/1 rate 0.5860 0.3040
packet drop u/1 0.0037 0.0233
min d/1 rate 0.0155
6, 120,n0=3,6 = 10° max d/1 rate 0.0184
sum d/] rates 1.9903
min u/l rate 0
max u/l rate 0.0057
sum u/l rate 0.2305
packet drop u/1 0.0231
min d/1 rate 0.0157
6, 120,n0=3, 6 = 20° max d/1 rate 0.0174
sum d /] rates 1.9538
min u/l rate 0
max u/l rate 0.0052
sum u/1 rate 0.2177
packet drop u/1 0.0230
min d/1 rate 0.0139
6, 120,n0=3,0 = 30° max d/] rate 0.0153
sum d/1 rates 1.7393
min u/I rate 0
max u/l rate 0.0052
sum u/1 rate 0.2117
packet drop u/1 0.0394

Table 5: The average throughput per ST averaged over 30maddployments. The data through-
puts are tabulated for different number of sectors, numbe3Ts, width of taboo region and
ng = 3, 4(Contd)

102 Copyright(©2006 CEWIT, Some rights reserved



WiFiRe Specifications, Aug 2006 draft

Number of voice calls per station
number of sectors,
numbo;gf sSTs, 1 2 3 4
width of taboo region, 6
min d/1 rate 0.0658 0.0658 0.0661 0.0632
6, 40,n0=4,0 = 10° max d/1 rate 0.0808 0.0782 0.0772 0.0777
sum d/I rates 2.9443 2.8665 2.8532 2.7495
min u/I rate 0.0452 0.0371 0.0333 0.0256
max u/l rate 0.1214 0.1125 0.1027 0.1029
sum u/l rate 2.9113 2.6910 2.4730 2.3426
packet drop u/1 0 0 0 0
min d/1 rate 0.0616 0.0607 0.0606 0.0587
6, 40,n0=4,6 = 20° max d/1 rate 0.0866 0.0756 0.0758 0.0708
sum d/I rates 2.9434 2.7094 2.6901 2.5764
min u/l rate 0.0405 0.0338 0.0267 0.0219
max u/l rate 0.1462 0.1526 0.1491 0.1513
sum u/l rate 2.7302 2.4593 2.3504 2.1716
packet drop u/1 0 0 0 0
min d/1 rate 0.0550 0.0536 0.0530 0.0480
6, 40,n0=4,0 = 30° max d/1 rate 0.0681 0.0666 0.0653 0.0690
sum d/I rates 2.4473 2.3727 2.3198 2.1754
min u/l rate 0.0326 0.0277 0.0227 0.0173
max u/l rate 0.1110 0.0923 0.0972 0.0866
sum u/l rate 2.1184 1.8977 1.7520 1.5281
packet drop u/1 0 0 0 0
min d/1 rate 0.0469 0.0436 0.0404 0.0382
6, 60,n0=4,0 = 10° max d/1 rate 0.0556 0.0552 0.0497 0.0473
sum d/1 rates 3.0059 2.8453 2.6891 2.5362
min u/I rate 0.0233 0.0144 0.0088 0.0022
max u/l rate 0.0624 0.0602 0.0513 0.0484
sum u/1 rate 2.2345 1.8461 1.5598 1.3567
packet drop u/1 0 0 0.0004 0.0062
min d/1 rate 0.0465 0.0429 0.0401 0.0379
6, 60,n0=4,0 = 20° max d/1 rate 0.0567 0.0547 0.0506 0.0500
sum d/1 rates 3.0010 2.8456 2.6901 2.5312
min u/l rate 0.0192 0.0126 0.0069 0.0939
max /1 rate 0.0944 0.0870 0.0795 0.0695
sum u/1 rate 2.1408 1.7864 1.4975 1.2942
0 0 0 0.0083
min d/1 rate 0.0352 0.0334 0.0305 0.0283
6, 60,n0=4,6 = 30° max d/1 rate 0.0469 0.0439 0.0419 0.0343
sum d/1 rates 2.3692 2.2139 2.0396 1.8635
min u/I rate 0.0139 0.0078 0.0033 0.0018
max u/l rate 0.0521 0.0490 0.0417 0.0350
sum u/l rate 1.5640 1.2581 0.9693 0.7319
packet drop u/1 0 0 0 0.0083
min d/1 rate 0.0333 0.0304 0.0282
6, 80,n0=4,0 = 10° max d/1 rate 0.0438 0.0413 0.0384
sum d/] rates 2.9465 2.7337 2.5300
min u/l rate 0.0105 0.0069 0
max u/l rate 0.0292 0.0255 0.0236
sum u/l rate 1.4752 1.1493 0.9122
packet drop u/1 0 0.0029 0.0283
min d/1 rate 0.0304 0.0288 0.0.0264
6, 80,n0=4,0 = 20° max d/1 rate 0.0421 0.0380 0.0408
sum d/1 rates 2.8728 2.6641 2.4441
min u/I rate 0.0069 0.0022 0
max u/l rate 0.0399 0.0389 0.0477
sum u/1 rate 1.4386 1.1273 0.8810
packet drop u/1 0 0.0025 0.0304
min d/1 rate 0.0256 0.0246 0.0209
6, 80,n0=4,60 = 30° max d/1 rate 0.0316 0.0309 0.0282
sum d/I rates 2.3167 2.0943 1.85944
min u/I rate 0.0040 0.0016 0
max u/l rate 0.0263 0.0205 0.0155
sum u/1 rate 1.0279 0.6997 0.4316
packet drop u/1 0 0.0029 0.0254

Table 6: The average throughput per ST aveaged gygiHR IR OGRS hNe iR RERHtr
puts are tabulated for different number of sectors, numbe3Ts, width of taboo region and

ng = 3,4 (Contd)
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Number of voice calls per statio
number of sectors,
number of sST's, 1 2
no
width of taboo region, 6
min d/1 rate 0.0260 0.0239
6, 100,n0=4,0 = 10° max d/] rate 0.0324 0.0301
sum d/1 rates 2.8934 2.6314
min u/I rate 0.0035 0
max u/l rate 0.0176 0.0105
sum u/1 rate 0.9422 0.6522
packet drop u/1 0.0030 0.0250
min d/1 rate 0.0257 0.0226
6,100n0=4,0 = 20° max d/] rate 0.0332 0.0315
sum d /] rates 2.8303 2.5684
min u/l rate 0.0017 0
max u/l rate 0.0318 0.0270
sum u/l rate 0.9711 0.6803
packet drop u/1 0.0023 0.0215
min d/1 rate 0.0210 0.0181
6, 100,n0=4, 6 = 30° max d/1 rate 0.0250 0.0240
sum d/] rates 2.2563 1.9626
min u/l rate 0 0
max u/l rate 0.0159 0.0107
sum u/1 rate 0.6055 0.3280
packet drop u/1 0.0010 0.0280
min d/1 rate 0.0184
6, 120,n9=4,0 = 10° max d/] rate 0.0269
sum d/I rates 2.5225
min u/I rate 0
max u/l rate 0.0099
sum u/1 rate 0.5529
packet drop u/1 0.0750

Table 7: The average throughput per ST averaged over 30maddployments. The data through-
puts are tabulated for different number of sectors, numbe3Ts, width of taboo region and
ng = 3,4 (Contd)

As the number of STs goes up to 8Q,remaining as 3, one can reserve at most 2 slot per ST in al-
ternate frames, with acceptable probability of droppinge@ackets. With 80 STs, the probability
of dropping a voice packet is more than 2 percent when weveséots for 2 calls per ST. With 80
STs, and slots reserved for one call per ST, each ST getssatll2akbps of downlink bandwidth.
But the uplink bandwidth is as small as 17 kbps. But, sincdrternet traffic in predominantly
downlink, the capacity required in the uplink is small.

The rates given in Tables 4 to 8 are in terms of fraction ofndpdf downlink bandwidth available
for data transfer. Total uplink bandwidth is one third of 1bp4 and downlink bandwidth is two
thirds of 11 Mbps. So, a downlink rate of 0.0507 should be a=adn uplink downlink bandwidth
of a fraction of 0.0507 ot 1 x % Mbps. Similarly an uplink bandwidth of 0.0307 should be read
as a fraction 0.0307 dfl x ; Mbps. i.e.,11 kbps.

As seen from the tables, with 6 sectors, apd= 3, the capacity remains almost the same irrespec-
tive of the width of taboo region. This happens because duee taboo region of a sector covers
half of the adjacent sector, we can form maximal sets witmisli But, withn, = 4, the capacity
decreases with an increase in the width of taboo region. ®Witboo region of widtl30°, in a 6
sector system, we can have at most 3 links scheduled at a time.
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Number of voice calls per station

no. of STs 1 2 3 4

min d/lrate | 0.0531 | 0.0508 | 0.0479 | 0.0457
40 max d/l rate | 0.0683 | 0.0657 | 0.0629 | 0.0604
sum d/l rates| 2.2938 | 2.1899 | 2.0859 | 1.9813
min d/l rate | 0.0344 | 0.0319 | 0.0295 | 0.0267
60 max d/l rate | 0.0421 | 0.0390 | 0.0364 | 0.0341
sum d/l rates| 2.2438 | 2.0875| 1.9313 | 1.7750
min d/l rate | 0.0255 | 0.0229 | 0.0202
80 max d/l rate | 0.0296 | 0.0271 | 0.0245
sum d/l rates| 2.1917 | 1.9833 | 1.7750

min d/lrate | 0.0199 | 0.0172 | 0.0147
100 max d/l rate | 0.0227 | 0.0202 | 0.0175
sumd/l rates| 2.1396 | 1.8792 | 1.6188

min d/l rate 0.0110
120 max d/l rate | 0.0132

sum d/l rates| 1.4625

Table 8: The average data throughput per ST with round raffieduler for number of sectors=6,
number of STs 40, 60, 80, 100 and 120

Depending upon the antenna pattern and the terrgimpay go up to 4. Withmy, = 4, we can
schedule slots for 2 calls per ST with a probability of voieelet dropping as small as 0.29%.

The minimum, maximum and sum of average data throughput®Ueover different deployments
are tabulated in Table 8 for the round robin scheduler, fibeidint values of voice slot requirement.
The average behavior of the round robin scheduler is alnessame as the greedy heuristics
scheduler. But, in a given deployment, the greedy heurssticeduler is found to be more fair.
For example consider a deployment, where the adjacentrsdtawe 3 and 10 STs respectively.
With a scheduler that round robins among the sectors, alli®Tise sector with 3 STs will get
1/3 of the downlink bandwidth, whereas all those in a sectitih W0 STs get only 1/10 of the
downlink bandwidth. But, if we were allowed to select the 8Tthe activation set based on queue
lengths, or on average rates, with the condition that no twerfering transmissions are allowed
simultaneously, it is possible to vary the fraction of tinezle sector is allowed to transmit, based
on the number of STs in each sector (which will be reflectedueug lengths or average rates),
and thereby provide better fairness.
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3 OPNET model and Simulation

Development of an OPNET model for the WiFiRe protocol, inihg the fair scheduling algo-
rithm, is ongoing. Such a development will not only be uséduurther understand the behaviour
of the WiFiRe System under various conditions, but also nayesas a building block for the
actual implementation of the protocol.

A description of the preliminary work completed so far isegivin this section. This makes the
following assumptions: (i) The ST(s) and BS are initializ#tdthe same time. No ranging is
performed. (ii) BS after becoming ready, starts transmgtMAPs. Each ST receives MAPs and
gets associated with the BS antenna from which it receivesmuan power. (iii)Dynamic Service
Addition messages are exchanged and the simulation dbamamic Service Change messages are
not supported at present.

Process
Control
Packet

Control Packet
Arrived

Higher Layer
Packet Arrived

MAP Arrived

Invoke
Corresponding
Processes

Process
MAP

Process
Data
Packet

Figure 31: OPNET Model: WiFiRe MAC State Diagram

3.1 MAC State Diagrams

Figure 31 shows the generic state diagram of the MAC. It shsiat®s common to both BS and
ST. Different actions are taken in each state based on whitid@ode is the BS or an ST.

In the Init Sate all variables are initialised. MAC and IP addresses areiobth Thelnvoke
Corresponding Process Sate invokes abs_cont r ol () module, in case the node is the BS. This
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state initializes the directional antennas (six in curiamnglementation) and then enters tReady
Sate to wait for events. In case the node is an SEtacontr ol () module is invoked. This
orients the ST antenna towards the BS and then enteRetitly Sate to wait for events.

When the MAC (in theReady Sate) receives a packet from the higher layer, it makes tranmsto
Enqueue Sate. Here, acl assi f y_packet () module maps each incoming higher layer packet
to one of the outgoing connections, identified by a CID. A Ciiista queue associated with it.
A get _queue() module is invoked to determine the appropriate queue angdhbket is then
inserted into it. A packet which does not match any condisipecified in classifier is inserted in a
default best-effort (BE) connection queue.

When the MAC receives a data packet PDU from the PHY, it makiaresition to theProcess
Data Packet State. Here the PDU is de-multiplexed into appropriate higheetgyackets, based on
the CID(s). These packets are passed to the higher layaurtbief processing.

When the MAC receives a control packet PDU from the PHY, it esa& transition to thBrocess
Control Packet Sate. In case of the BS, this corresponddtgnamic Service Addition Request and
Bandwidth Request messages. In case of the ST, this correspondyt@amic Service Addition
Response messages. When the BS receiveBamdwidth Request message, the CID of the flow
and the bandwidth requested are noted and the MAC returrgetleady State. When the BS
receives @Dynamic Service Addition message, it determines the service flow type, assigns a CID
and a queue. For UGS flows, adm ssi on_contr ol () module is invoked. This takes into
account the UGS flow requirements and the number of free géatframe, to determine whether
the flow can be admitted or not. An appropri@gnamic Service Response message is created.
This is given to aschedul e_pk() module and the MAC returns to thReady Sate. When the

ST receives ®ynamic Service Response message, it creates a queue for the CID and returns to the
Ready Sate. Note: One limitation of the simulation model implementedar is that an ST needs

to send all itsDynamic Service Addition Request messages at the start of the simulation itself.

At a ST node, when a Beacon is received from the lower layelY(PH enters theProcess MAP
Sate. A child st _cont r ol process is invoked and the packet is passed to it. The prohesks
each element in the UL-MAP. The each element in the UL-MAPaimis: (i) CID, (ii) Start Slot
(Slot number at which transmission should start) and (iipitber of Slots (Number of slots alloted
for transmission). If the CID in UL-MAP element belongs t@t!ST node, the number of slots
allocated for transmission is checked and an appropriatebeu of packets are extracted from
the queue associated with that CID. A MAC PDU (protocol datd)us constructed, taking into
account the PHY overhead and the PDU is givensahedul e _pk() module. The control then
returns from the child to the paresit _cont r ol process which is returns to tiReady Sate. This
schedul e_pk() module independently transmits the PDU in the appropriate s

The BS enters thBrocess MAP Sate periodically, at the end of each frame (time interval). Here
it invokes the scheduler, which takes into account the adhityGS flows and pending band-
width requests, to construct the DL-MAP and UL-MAP for thetfgame. It then constructs data
PDU(s) for downlink transmission in the next frame, basedh@DL-MAP. This is similar to the
mechanism followed by the ST.
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4  Simulation Setup

A preliminary validation of the WiFiRe OPNET model was cadiout using the scenario shown
in Figure 32. The scenario consists of one BS, surrounde®IST1s), which are placed randomly
around the BS. Each ST has 4 flows registered at the BS: one 0@idk flow, one UGS uplink
flow, one BE downlink flow and one BE uplink flow. The followingummeters can be specified
while setting up the simulation: (i) Classifier Definitiofi) Service Class Definition, (iii) Packet
inter-arrival time (exponential distribution) and (iiijpBket size (Uniform Distribution).

3,0, 00
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I [ [ [
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Figure 33: Throughput (on Y-axis in bps) v/s
Load (on X-axis in 10 Mbps)
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Figure 32: Simulation scenario; unit 5 km.

1.0

Ii—stgure 35: Delay of BE flows (on Y-axis in sec-
onds) v/s Throughput (on X-axis in 10 Mbps)

Figure 34: Delay of UGS flows (on Y-ax
in seconds) v/s Throughput (on X-axis in
Mbps)
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Figure 33 shows how throughput of system varies with inénggl®ad, while Figure 34 and Fig-

ure 35 show the delay v/s throughput for UGS and BE flows, smdy. The behaviour observed
in graphs is close to that expected by simple theoreticdlyaisa thereby validating the WiFiRe

OPNET model developed so far. Further development of theastresdwell as detailed experimen-
tation is underway.
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